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Questions for today and for the future

• How to get an accurate characterization of the gas ?
• structure : density and column density distribution
• kinematics : velocity field, turbulence properties, shocks
• physical parameters : electron fraction, CRIR, UV radiation field, magnetic field
• composition :  elemental abundances, depletions, atomic and molecular abundances

èAccessible through detailed analysis and modeling of atomic and 
molecular spectral lines including ions

è Broad spectral coverage
èCombination of data science and physics-based approaches



Gas and dust structures : inversion of the extinction  

• Large stellar surveys 
including GAIA

• known clouds are 
identified

• Dust and gas clouds 
separated by large 
low density bubbles 
with little dust : 3 
phase model ?

• Limited spatial 
resolution

• Less accurate at large 
distances 

THEME EVOLUTION
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Figure 14: Eyebird view of the ISM volume density in the plane of the Galaxy inferred by 3D tomography
at a resolution of 25 pc thanks to Gaia recent results. The Sun is at the center. The Galactic center towards
the right. The Perseus, local and Sagittarius-Carina arms can be distinguished from left to right. The
Orion and Taurus molecular clouds does not appear well in this cut because they lie below the Galactic
plane. Adapted from Lallement et al. (in prep).

can be combined with other photometric catalogues (especially in the infrared) to greatly improve the
accuracy of extinction/reddening estimates. Finally, data from the Gaia Radial Velocity Spectrograph
(RVS) provide better stellar parameters that, in turn, will significantly improve the accuracy of extinc-
tion estimates for all observable objects. Therefore, much activity is expected in the coming years to
jointly exploit ground-based surveys and Gaia data (AIM, GEPI, UTINAM). Precise parallax distances
will progressively replace photometric or kinematic distances where such estimates existed, and totally
new constraints will emerge where no distance estimates previously existed. Detailed 3D dust maps with
various extents in distance and sky coverage can thus be expected.

In addition, measurements of the DIB at 8620 Å will in principle be feasible for millions of objects
on the Gaia RVS data release. This should deliver information on the carriers of the DIB by limiting
the characteristics of the absorption sites, and therefore the favorable conditions for DIB formation. This
will also happen for all DIBs observed in the massive ground-based spectroscopic surveys. This is in-
teresting as DIB carriers most probably represent an important reservoir of carbonaceous matter. Their
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Numerical 
simulations & models

A&A proofs: manuscript no. main

Saury et al. (2014) and are in line with the expectations of mod-
els of turbulent multiphase environments (Wolfire et al. 2003;
Ostriker et al. 2010). The mean pressure of the gas is primar-
ily regulated by the thermal equilibrium curve (see Appendix B)
which depends on the local illumination of the gas by the UV
radiation field Ge↵ . Since Ge↵ results from the absorption of the
external UV field by the surrounding environments, hP/ki is not
only sensitive to G0 but also to the total mass of the simulation
set by nH and L. Larger values of G0 or smaller values of L or nH
leads to larger hP/ki. In turn, the fractions of mass contained in
the WNM and the CNM are controlled by the mean pressure and
the total mass of the gas. Larger pressure implies larger densities
of the WNM (and the CNM). The fraction of mass of the CNM
therefore decreases as hP/ki increases; eventually, if the density
of the WNM becomes comparable to the mean density nH, the
CNM almost entirely disappears (see bottom left panels of Fig.
4). At last, and because the WNM occupies most of the volume,
fCNM necessarily increases as a function of the total mass of the
gas, or equivalently nH, even at constant pressure.

The turbulent forcing induces pressure fluctuations and
shearing motions at all scales. As shown by Seifried et al. (2011),
this not only frequently perturbs the gas out of the thermal equi-
librium states but also strongly reduces the times spent by any
fluid elements in the WNM, LNM, and CNM. Because of these
two aspects, increasing the turbulent forcing reduces the mass of
the CNM to the benefit of those of the LNM and WNM (right
panels of Fig. 4 and Fig. 10 of Seifried et al. 2011). The mean
pressure therefore increases, the 1D PDF of the density broad-
ens and its bimodal nature progressively disappears (Piontek &
Ostriker 2005; Walch et al. 2011). These e↵ects can be mag-
nified depending on the nature of the turbulent forcing and the
power injected in the compressive and solenoidal modes. Be-
cause solenoidal motions are more e�cient to prevent the gas
to condensate back to the CNM phase, a pure solenoidal forc-
ing naturally leads to larger pressure and smaller CNM fractions
than those obtained with an equivalent kinetic energy injected in
pure compressive modes.

As expected, the velocity dispersion of the WNM is mostly
given by the strength of the turbulent forcing and the driving
scale (Ldrive ⇠ L/2, see Sect. 3.3), with a slight dependence on
nH and ⇣. As proposed by Saury et al. (2014), a realistic value for
the turbulent velocity dispersion of the WNM can be estimated
by looking at the HI 21 cm emission spectra with the fewest com-
ponents observed at high Galactic latitude (Kalberla et al. 2005).
Toward these directions, Haud & Kalberla (2007) derive a total
velocity dispersion �tot = (�2

tur+�
2
thr)

1/2
⇠ 10 km s�1, where the

�thr is the 1D thermal velocity dispersion (⇠ 8.2 km s�1 for the
WNM). In the present paper, the turbulent forcing applied to the
standard simulation (see Table. 2 and Fig. 4) is chosen so that
�tur ⇠ 4 � 5 km s�1, in fair agreement with the observations at
high Galactic latitude. While this value is chosen as a reference,
the velocity dispersions obtained in all the simulations explored
in this work range between 1 and 15 km s�1 (see Fig. 4).

3.8. Reconstruction of lines of sight

As shown in Sect. 2, the medium observed in absorption at UV
and visible wavelengths extends over a very broad range of dis-
tances, from ⇠ 100 pc to several kpc (see Fig. 2). The targeted
lines of sight may therefore contain several isolated di↵use neu-
tral phases but also hot and warm ionized material (McKee &
Cowie 1977; de Avillez & Breitschwerdt 2004). Indeed, such a
superimposition of independent components is particularly well

Fig. 5: Schematic view of the reconstruction of individual lines
of sight over a distance llos. The medium between the observer
and the source is assumed to be composed of hot and warm ion-
ized material (light blue cubes) with a volume filling factor ' and
of uncorrelated pieces of di↵use neutral gas of individual size L
(simulated boxes) with a volume filling factor (1-').

seen in submillimeter and infrared observations of the Galac-
tic disk where the gas seen in absorption is found to cluster in
several velocity components associated to known Galactic struc-
tures (e.g., Gerin et al. 2016). Since our setup only follows a
piece of di↵use neutral material of size L, an additional treat-
ment regarding the lengths of the lines of sight is therefore re-
quired in order to compare the results of the simulations to the
distribution of observations. We apply here a methodology simi-
lar to that proposed by Bialy et al. (2019) and schematized in Fig.
5. We assume that a given simulation corresponds to a building
block of neutral di↵use ISM. Depending on its length, any ran-
dom line of sight necessarily intercepts parts or several of these
building elements and an unknown mass of di↵use ionized gas
parametrized by its volume filling factor '. A total sample of N
simulated lines of sight is then generated as follows.

Based on the results of Sect. 2 (Fig. 2), we consider six
lengths of lines of sight homogeneously distributed in log space:
llos = 100, 200, 400, 800, 1600, and 3200 pc. For each length,
we generate a sample of Nl =

1
6 wlN lines of sight, where wl are

normalized weights deduced from the distribution of distances
in the observed sample: w1 = 0.14, w2 = 0.21, w3 = 0.16, w4 =
0.20, w5 = 0.18, w6 = 0.11 (see Fig. 2). The column densities of
H and H2 along each lines of sight are finally reconstructed by
comparing the length occupied by the neutral medium (1�')llos
(see Fig. 5) and the size of the box L. If (1 � ')llos = L, we draw
a random line of sight in the simulation and extract the corre-
sponding column densities. If (1� ')llos < L, we draw a random
line of sight and integrate the column density over a reduced dis-
tance of (1 � ')llos. If (1 � ')llos > L, we draw L/

⇥
(1 � ')llos

⇤

random lines of sight and add the respective individual column
densities.

For the sake of simplicity, we assume here that any line of
sight intercepts a constant fraction of di↵use ionized gas with
' = 0.5 (Hill et al. 2018). Similarly, we note that, while spa-
tially uncorrelated, the pieces of di↵use neutral gas used in the
reconstruction algorithm correspond to random realizations ob-
tained with a single simulation. Potential variations of the mean
density, of the external radiation field, or of the turbulent forcing
that naturally follow the Galactic structure depending on the po-
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Valeska Valdivia et al.: Origin of CH+ in di↵use molecular clouds

Fig. 1. Slice showing the total number density and the H2 fraction. The arrows depict the velocity field projected onto the x � y plane.

turbulence into the interclump medium where they can survive
thanks to the shielding provided by the cloud structure. The pres-
ence of H2 in a warm environment increases its excitation (Pa-
per I) and leads to column densities of H2 rotational levels com-
parable to those observed with the Copernicus and FUSE Tele-
scopes (e.g. Spitzer et al. 1974; Frisch 1980; Frisch & Jura 1980;
Lambert & Danks 1986; Gry et al. 2002; Lacour et al. 2005).

The snapshot used in this work corresponds to an evolution
time of 15 Myr in the simulation. Figure 1 shows the local num-
ber density in a cut through the middle plane, as well as a small
region showing the local H2 fraction. This figure depicts the in-
fluence of dynamics on the transport of H2 molecules.

2.2. Method description

To understand the role of warm and out of equilibrium H2 and of
the multiphase structure of molecular clouds on the chemistry of
the interstellar medium, we perform a post-treatment of the nu-
merical simulation described above. The data are extracted with
the python module PyMSES (Labadens et al. 2012). Once ex-
tracted, the chemical composition of every cell of the simulation
is computed assuming chemical equilibrium for all species ex-
cept for H and H2.

The chemical solver used for the post-treatment is taken from
the Meudon PDR (Photon Dominated Regions) code2 (e.g. Le
Petit et al. 2006; Bron et al. 2014), stripped of surface reaction
processes and detailed treatments of grain physics and radia-
tive transfer, and modified to allow the abundance of H2 to be
fixed beforehand. For each cell, the solver takes as input the lo-
cal properties of the gas, i.e. the total hydrogen density nH, the
kinetic temperature TK , the external UV radiation field �, the
visual extinction AV , the ion-neutral velocity drift vd, the abun-
dance of H2 n(H2), and the shielding of H2 from UV photons:
fsh, H2 = he�⌧d,1000 fshield(NH2 )i (Paper I). The MHD simulation is
ideal and hence the ion-neutral drift also has to be estimated by
a post-processing treatment (see Sect. 2.4 below). In output, the
solver returns the at-equilibrium abundances of the 147 variable
species included in the chemical network. Detailed descriptions
and tests of the solver and of the method used to fix the value of
n(H2) are presented in Appendix A.

2 Version 1.5.2 available at http://ism.obspm.fr.

It is important to note that in this work we only consider the
shielding of CO by dust, and neglect both the self-shielding and
the shielding induced by H2 line absorption.

2.3. Timescales and transient chemistry

Computing the composition of the gas at chemical equilibrium
with a fixed abundance of H2 is valid only if the timescales re-
quired to reach the equilibrium are smaller than that of H2, but
also smaller than the typical timescales of variation of dynamical
quantities (nH, v, TK). To check these assumptions, the chemical
timescales have been estimated in Appendix A as functions of
the physical properties of the gas, in particular the density and
temperature. These timescales (see Fig. A.2) are found to vary
between 102 and 106 yr depending on the species considered
and the gas density. CH+, for instance, reaches its equilibrium
abundance in ⇠ 2⇥106/nH yr, regardless of the gas temperature.

A comparison with the results obtained for H2 shows that
molecular hydrogen has an evolution time longer than that of
any other species over almost the whole range of physical condi-
tions spanned in the simulation. This result not only proves the
existence of an equilibrium solution when the abundance of H2 is
fixed, it also indicates that this solution is a coherent description
of the chemical composition of the gas over time > 4⇥106/nH yr
for nH 6 100 cm�3 and > 4 ⇥ 104(nH/100)�0.23 yr for nH > 100
cm�3.

The comparison with dynamical timescales is, unfortunately,
less satisfactory. With the spatial resolution of the simulation,
perturbations of physical conditions in the WNM and CNM
propagates at sound speed over timescales of ⇠ 104 yr. There-
fore, while computing the chemistry at equilibrium may be
marginally valid for high-density gas (nH > 100 cm�3), it
is probably not appropriate for cells at lower density. In this
case, an accurate treatment would require following the time-
dependent evolution of the entire chemistry, which is still out of
reach of any numerical simulation.

While the problem seems hopeless, we note that the chem-
ical timescales presented in Appendix A.3.3 have been calcu-
lated assuming that only H2 is out of equilibrium in the molecu-
lar clouds. It is probable, however, that only a few other species
evolve, like H2, over a long period, and need to be treated on
the fly in the simulation. If so, computing the equilibrium abun-
dances of all species except for a few critical ones would be a
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A convergence study of synthetic CO emission 757 

Figure 2. Synthetic emission maps showing the integrated intensity of the CO(1–0) transition of MC2 L10 in a projection along the y -direction. From left to 
right, the time evolution from 2 to 4 Myr can be followed. The yellow contour depicts the observable area of the cloud A obs,CO and the blue contour outlines the 
region within which the CO(1–0) emission is optically thick. A significant part of the observable area is optically thick, and about 40 per cent of the cloud is 
CO-dark, with a density contrast of up to ∼30 between CO-dark and bright regions (see figs 2 and 8 of Seifried et al. 2020 ). 
3.3 Total luminosity and impact of the collisional partners 
It is useful to calculate the total luminosity of an emission map in 
order to compare between different simulations. The total luminosity, 
L CO,obs is given as 
L CO , obs = 4 πd 2 F CO , obs , (3) 
where we choose an arbitrary distance d (as the distance will cancel 
out under the assumption that the side length of the pixel, a , fulfils 
a " d). F CO,obs is the total flux derived from the integrated intensity 
map, by adding up the contributions from the total number of pixels 
within the observable area, n obs : 
F CO , obs = ∑ 

i ∈ n obs I CO , i A pixel , i . (4) 
A pixel,i is the size of square pixel i in steradians given as 
A pixel , i = (tan −1 (a 

d 
))2 

. (5) 
In each of our synthetic maps all pixels have the same size a , given 
by the cell size on the current maximum refinement level of the 3D 
simulation (see abo v e). 

We investigate the impact of using different collisional partners 
on the total luminosity. Therefore, we calculate different RADMC-3D 
models. In the simplest case, we only use H 2 as the only collisional 
partner (follo wing pre vious works). Secondly, we also include He 
and, thirdly, He plus H are considered in addition to H 2 as collisional 
partners. Fig. 3 shows L CO,obs as a function of time resulting from the 
different sets of considered collisional partners for model MC2 L10 
projected along different lines of sight (LOS). For all three cases, we 
use the same area when calculating the luminosities, the observable 
area A obs,CO from the simulation using only H 2 as a collision partner. 
When only considering collisions with H 2 (dark red lines), we obtain 
the lowest L CO,obs . Including Helium (orange lines) increases the 
total luminosity by ∼2–6 per cent, while including also atomic 
hydrogen (green lines) raises L CO,obs by ∼7–26 per cent for any 
time and LOS. Including H and He mostly enhances the integrated 
intensity near the boundary area of the observable region (see Fig. B1 
in Appendix B, which shows the ratio of the integrated intensity 
including and excluding the additional collisional partners). Fig. B2 
in Appendix B shows a 2D probability density function (PDF) of the 
ratio of the integrated intensity maps including He and H and the 
maps excluding them against the integrated intensity including all 
collision partners. The PDF shows that the intensity changes in the 
most diffuse and the most dense regions of the cloud. Considering the 

Figure 3. Total luminosity of CO(1–0) in the observable area A obs,CO for the 
radiative transfer calculations with different collision partners. Shown are the 
luminosities of MC2 L10 at different times. For all cases, we use the same 
area in our calculations, the observable area A obs,CO of the simulations using 
only H 2 as collision partners. The dark red lines show the results using just 
H 2 as collision partners, as provided in the molecular file from LAMDA. 
Furthermore, the figure shows the luminosity when additionally including He 
(orange lines) and He plus H (green lines) alongside H 2 as collision partners. 
The results show that the addition of He as a collision partner increases the 
luminosity slightly by ∼2–6 per cent, while the increase for CO is about 
∼7–26 per cent when additionally considering H. 
significant impact which the additional collisional partners have on 
the synthetic emission maps, we include all of them in the following 
analysis. 
4  C O  C O L U M N  DENSITY  
When observing regions of interest using line emission from different 
molecules, the column density (of the observed molecule) is usually 
unknown, unless otherwise determined (e.g. indirectly by using a 
different tracer, for example dust). In order to determine the column 
density N for a certain molecule, the following equation is used 
(Seifried et al. 2017a ): 
N = 8 πν3 

c 3 1 
A f ( T ex ) Q 

g u k B / ( hν) 
f ( T ex ) − f ( T bg ) τ

1 − e −τ
e E u T ex ∫ T B dν. (6) 
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Probing the ISM Phases 
with observations 

• Information on all phases is necessary for 
the full picture
• Structure, dynamics and relative motions : 

kinematic information is essential 
• Total gas

• From dust : far IR and submm emission, dust 
extinction 

• from  gamma ray (interaction of cosmic rays 
with the matter) 

• Full Milky Way maps available as well as nearby 
galaxies

à No kinematics
àDust properties change with the environment : 

uncertainty in the gas/dust ratio

Remy+2017 



Probing the ISM phases with observations : 
ionized gas
• Diffuse Warm Ionized gas :

• Hydrogen Recombination lines Ha
• Far infrared fine structure  lines 

including [NII]

àAbsorption along the line of sight 
consistent with the expected WIM 
properties (N ~ 1.5 1017 cm-2, n ~0.1 
– 0.3 cm-3, volume filling factor ~0.3)

à Waiting for the ASTHROS balloon ?

Persson+2014;Langer+2021



Probing the ISM phases with observations : ionized gas

• Dense and warm Ionized gas :
• Far infrared fine structure lines 

including [NII] in emission
• Electron temperature (3500-9000 K) 
• High electron density (10-30 cm-3)
• High thermal pressure (> 104 Kcm-3)

à related to ionized filamentary 
structures (photo evaporation) ?

Langer+2021,Emig+2023

[NII] [CII] 



Probing the ISM Phases with observations : atomic H 

• Neutral Atomic gas 
•  from HI emission and 

absorption surveys
• Correction for optical depth
• Separation of cold 

(absorption) and warm 
(broad emission lines) HI

• HI dominates in the cloud 
“envelope” but does not 
trace the dense structures 

• Association with [CII] 
absorption & emission for 
the ”cold” HI

parameters that can cause spatial variations of XCO, such as
metallicity, the strength of the FUV ISRF, the internal density
distribution, the total mass of the cloud, etc. (Bell et al. 2006;
Wolfire et al. 2010; Shetty et al. 2011a, 2011b). Therefore,
calibrating alternative methods for constraining the H2 column
density is highly important.

In a classical PDR scenario, ionized carbon exists in the
atomic outer layer of a GMC, which is irradiated by the
ambient ISRF of the Galaxy or by the intense radiation field of
a nearby OB cluster. Inside the surface layers of a cloud, as
measured by visual extinction (AV) with an AV∼0.5 (depend-
ing on gas density and the strength of the incident FUV
radiation field), H2 forms, but within this layer carbon still
primarily exists as C+. Due to its lower abundance and less
efficient self-shielding against FUV radiation in comparison to
H2, CO starts to form even deeper within a GMC and will be
bright and abundant at AV>1.7 It is therefore expected that the
1900.5369 GHz (or 158 μm) [C II] line of ionized carbon
should be a good tracer of the H2 gas that has formed within the
outer layers of a GMC where the abundance of 12CO is
very low.

There have been many studies, several of which are
summarized in Section 2, utilizing the 158 μm transition as a
way of estimating the “CO-dark” H2. Since the [C II] line can
be excited in various ISM phases by collisions with multiple
partners including electrons, H0, and H2, estimates of H2
require high spatial and velocity resolutions of multiple gas
phases to disentangle the fraction of the [C II] intensity that
corresponds to molecular gas. In addition to the 158 μm [C II]
line, the [C I] hyperfine transitions at 492 and 809 GHz are also
considered as potentially good tracers of the “CO-dark” H2 gas;
however, observational data determining whether these

transitions arise from diffuse or dense molecular gas are
currently unclear (Beuther et al. 2014).
Another commonly used method for constraining the

fraction of the “CO-dark” H2 gas is based on infrared
observations (e.g., Israel 1997; Dame et al. 2001). For example,
Lee et al. (2012; hereafter referred to as L12) combined
infrared observations from IRAS with the Galactic Arecibo
L-Band Feed Array H I (GALFA-H I; Peek et al. 2011)
observations from the Arecibo radio telescope to estimate the
distribution of H2 across the Perseus molecular cloud (Figure 1)
under the assumption of a single dust temperature along the
line of sight, and a single dust-to-gas ratio (DGR) for the whole
GMC (this method will hereafter be referred to as IR-derived;
for more details about the method, please see the observations
and data in Section 3). By comparing H2 and CO
distributions, L12 estimated the fractional mass of “CO-dark”
H2 ( fDG) within Perseus to be ~f 0.3DG . This study also found
that while H2 is in general more extended than CO, significant
spatial variations exist. As shown in Figure 1, ICO and H2
contours trace each other well on the west side, while H2 is
significantly more extended on the east side. However, as many
assumptions are needed when deriving the IR-based H2
distribution and as IR images provide integrated line-of-sight
properties, comparing the estimated fDG with other methods is
highly important. This can be achieved by using the [C II]
emission.
Another important reason for studying the 158 μm transition

is its importance as the key cooling line for the cold (<few
×100 K) ISM at typical volume densities of a few ×102 cm−3

(e.g., Dalgarno & McCray 1972; Wolfire et al. 2003;
Tielens 2005). Under the assumption of thermal equilibrium,
the intensity of the [C II] emission is indicative of the heating
rate and provides information about the strength of the
radiation field.

Figure 1. The H I column density image of Perseus derived from the GALFA-HI Survey (Peek et al. 2011). Regions where we obtained [C II] spectra with Herschel
are outlined as straight black lines in the center image, while individual pointings are shown as circles on the two side zoomed-in plots. In the center image the
branches are marked as “branch A” and “branch B,” where pointings A1 and B1 represent the positions of the base of the branches. All positions subsequently are
referred to by A1, A2, A3... A20 and B1, B2, B3... B20, respectively. The resolution of the [C II] observations is smaller than the displayed circles (for an accurately
depicted aperture refer to Figure B2). The dark gray contour corresponds to an S/N cutoff of 3σ for the H2 surface density derived by Lee et al. (2014). The white
contour corresponds to an S/N cutoff of 3 for the integrated 12CO (J=1–0) intensity from Dame et al. (2001) and Ridge et al. (2006).

7 We consider here the CO J=1–0 transition at T�50 K and ISRF<2G0,
Clark et al. (2012).

2

The Astrophysical Journal, 899:23 (20pp), 2020 August 10 Hall et al.

Hall+2020; Liszt+2023



• Hydrides as proxy for H2 : HF, CH , OH 

• HCO+ absorption can be used as a proxy for H2 
([HCO+/H2] = 3x10-9 within less than a factor of 2)

• Calibration with hydrides (CH, HF, OH and H2O) 
• Same threshold for HCO+ or H2  detection and 

same variation with E(B-V)

•  Very weak emission à low to moderate densities 
: 100 – 500 cm-3

•  Challenge for chemical models 

Lucas & Liszt 1996, 
Liszt+2023, Gerin+2019, Panessa+2023

Probing the ISM phases 
from observations : molecular gas
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Measuring diffuse & translucent molecular gas

• Range of tracers with different sensitivities 
• Hydrides lines in the far infrared are the most sensitive and 

have a relatively well understood chemistry
• Transition to translucent and molecular gas : CO 

isotopologues
• Specific submm/far infrared lines : [CI] (gas pressure), HD  

M. Gerin et al.: Molecular ion abundances in the diffuse ISM: CF+, HCO+, HOC+, and C3H+

Table 4. Abundances relative to H2.

Molecule Abundance Uncertainty Comment N(H2)/
R
⌧dv

dex cm�2/km s�1

HCO+ 3.1 ⇥ 10�9 0.21 Using [CH] = 3.6 ⇥ 10�8 and E(B-V)e 4.0 ⇥ 1020

HOC+ 4.6 ⇥ 10�11 0.21 From [HOC+]/[HCO+] 5.2 ⇥ 1022

CF+ 1.7 ⇥ 10�10 0.30 From [CF+]/[HCO+] 9.0 ⇥ 1022

C3H+ 7.5 ⇥ 10�11 0.30 From [C3H+]/[HCO+] 2.0 ⇥ 1023

HF 1.2 ⇥ 10�8 0.14 Using [CH] = 3.6 ⇥ 10�8e 2.0 ⇥ 1020

H2Oa 2.7 ⇥ 10�8 0.20 Using [CH] = 3.6 ⇥ 10�8e 3.4 ⇥ 1020

CCH 4.4 ⇥ 10�8 0.15 Using [CH] = 3.6 ⇥ 10�8e 1.5 ⇥ 1021

CHb 3.6 ⇥ 10�8 0.21 Sheffer et al. (2008) 1.0 ⇥ 1021

CHc 3.6 ⇥ 10�8 0.21 Sheffer et al. (2008) 9.7 ⇥ 1020

OHd 1.0 ⇥ 10�7 0.1 Weselak et al. (2010) 2.5 ⇥ 1020

Notes. (a)The entry in the last column refers to the ground-state p-H2O line at 1.13 THz and assume an ortho-to-para ratio of three. (b)The entry in
the last column refers to the 532 or the 536 GHz transitions of CH. (c)The entry in the last column refers to the 2 THz transitions of CH. (d)The
entry in the last column refers to the 2.5 THz transitions of OH. Weselak et al. (2010) present data for five objects only. (e)Sheffer et al. (2008).

determined toward the background star HD 154368 by Indriolo
et al. (2013) to be (1.15 ± 0.4) ⇥ 10�8 in agreement with the
mean value listed in Table 4. This sight-line has N(HF)/N(CH) =
0.26 ± 0.06, close to the mean value determined in the far
infrared with Herschel, 0.4 (Godard et al. 2012; Wiesemeyer
et al. 2016).

The new ALMA data confirm previous measurements and
expand the range of probed physical conditions. It is remarkable
that the diffuse molecular gas, detected locally toward back-
ground QSOs, or in the Galactic Plane along sight-lines toward
distant H II regions, presents rather uniform properties. The rare
molecular ions CF+, HOC+, and C3H+ reach abundances rela-
tive to H2 of a few times 10�11. The derived value for C3H+ of
⇠7 ⇥ 10�11 is in good agreement with the abundance measured
at the edge of the Horsehead nebula or the Orion Bar from C3H+
emission lines (Pety et al. 2012; Cuadrado et al. 2015; Guzmán
et al. 2015).

The homogeneity of the relative molecular abundances can
be used to select the best diagnostics for detecting diffuse molec-
ular gas in absorption. The last column of Table 4 lists the
detectable H2 column for an integrated opacity of the ground-
state transition of 1 km s�1 using the mean H2 abundances
listed in column 2 of the same Table. For comparison, the sen-
sitivity of the CH ground-state transitions is N(H2)/

R
⌧dv =

1021 cm�2/km s�1 for the 532 and 536 GHz lines and 9.7⇥
1020 cm�2/km s�1 for the stronger transitions near 2.0 THz now
accessible with SOFIA (Wiesemeyer et al. 2018). We see that
HF is the most sensitive tracer of diffuse molecular hydrogen,
and that OH, p-H2O, and HCO+ have comparable sensitivities
of N(H2)⇠3 � 4 ⇥ 1020 cm�2 for an integrated absorption of
1 km s�1. For larger gas columns, when the ground-state transi-
tions from this first set of species become saturated, CCH and
CH, and then HOC+ can be used as probes of diffuse molecular
gas. The millimeter lines from CF+ and C3H+ appear too weak
to be used as diagnostics of diffuse molecular gas.

5. Chemistry
The revised determinations of the molecular ion abundances, and
the tight relationships between species provide new constraints
on the formation and destruction pathways of the studied molec-
ular ions. As discussed by Liszt et al. (2004), HOC+ in diffuse

Fig. 4. Abundance relative to H2 as a function of the H2 column density
derived from the submillimeter CH observations at 532 or 536 GHz or
from the reddening. The different symbols refer to different sight-lines
as noted at top. HCO+ is shown in blue, HF in green, H2O in purple, and
CCH in gray. The CCH data were taken with the IRAM-30 m telescope
(Gerin et al. 2011) as well as the HCO+ data for W49N and W51 (Godard
et al. 2010).

gas is mainly produced by the exothermic reaction between C+
and H2O. This reaction also produces HCO+ but is thought to
always be a minor formation pathway for this ion. A second pro-
duction route for both HOC+ and HCO+ is the reaction between
CO+ and H2, CO+ itself being mostly formed in the reaction
between C+ and OH. In diffuse cloud conditions, HCO+ and
HOC+ are both destroyed by dissociative recombination with
electrons, HOC+ is also destroyed in the isomerization reaction
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gas is mainly produced by the exothermic reaction between C+
and H2O. This reaction also produces HCO+ but is thought to
always be a minor formation pathway for this ion. A second pro-
duction route for both HOC+ and HCO+ is the reaction between
CO+ and H2, CO+ itself being mostly formed in the reaction
between C+ and OH. In diffuse cloud conditions, HCO+ and
HOC+ are both destroyed by dissociative recombination with
electrons, HOC+ is also destroyed in the isomerization reaction
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Molecular gas excitation : the CO ladder

• Dense PDRs : Orion Bar and NGC 7023. Detection of CO emission up to J =18 ! 
à Good characterization of the dense gas pressure
à Relation between Pth and G0 : feedback
• Implication for CO emission in active and high z galaxies : small regions can contribute a 

large fraction of the  flux 

C. Joblin et al.: Structure of photodissociation fronts revealed by high-J CO emission lines

Fig. 3. Observed intensities of 12CO (left) and 13CO (right) in the Orion Bar (top panel) and NGC 7023 NW (bottom panel).

arcsecs as clearly seen in vibrationally excited H2 emission
(Lemaire et al. 1996). From these maps one can derive a rele-
vant width of 200 for the bright PDR interface that is centred to-
wards the H2 peak. In the Orion Bar, the sharp molecular edge
has been observed in vibrational and rotational H2 transitions
(Tielens et al. 1993; van der Werf et al. 1996; Walmsley et al.
2000; Allers et al. 2005). These observations suggest a nar-
row (few arcsec) and patchy interface that is also seen in
ALMA maps obtained at a spatial resolution between 1 and 500
(Goicoechea et al. 2016, 2017). The ALMA data show that emis-
sion lines of some ions such as HCO+ 4–3 and SH+ 1–0 are
located in the narrow layer given by vibrationally excited H2.
Although the morphology is more complex than a single struc-
ture, we assume in the following that the observed emission from
warm molecular tracers arises from a 200 filamentary interface,
consistently with the case of NGC 7023. To derive dilution fac-
tors, we therefore assumed for both PDRs that the emitting struc-
ture is a filament that follows the interface with infinite length
and a 200 thickness. For each observation, we calculated the frac-
tional coverage of the beam by this filament. This is a simplistic
procedure but the best we can do to overcome the lack of spa-
tial information. The values of the derived dilution factors ⌦ are
reported in Tables 1 and 2. The observed intensities were then di-
vided by this factor ⌦ in order to be compared with the models.

Cross-calibration factors. In addition to the dilution factors
we needed to apply scaling factors to some of the data sets.
The 12CO ladder for NGC 7023 (see the data in Fig. 3) reveals
discrepancies between the di↵erent instruments that cannot be
compensated by our dilution factors. In the following, we have
considered that HIFI fluxes are the references and scale the in-
tensities from SPIRE and PACS. As common lines are observed
by SPIRE and HIFI, we simply searched for the scaling fac-
tor giving the least square error, and divided all line intensities

observed by SPIRE (including species other than CO) by a factor
of 0.54 as a result. PACS observations can not be directly com-
pared, but the rotational diagram of 12CO reveals an unphysical
jump between the PACS and SPIRE/HIFI lines. We determined
the factor giving the best linear alignment of the PACS observa-
tions with the SPIRE/HIFI lines on this rotational diagram, and
divided all line intensities observed by PACS by a factor of 1.3
as a result. In the case of the H2 observations in NGC 7023 it
is not possible to satisfactorily merge the Spitzer and ISO data.
This is because H2 emission is quite extended and the ISO beam
contains emission from regions other than just the filament of
interest. Spitzer values are taken as references and we divided
all ISO observations by a factor of 2.54 to get the best agree-
ment between the two data sets. In the case of the Orion Bar,
we find no obvious reason for such adjustments. In particular no
systematic discrepancy is visible in the CO ladder (cf. Fig. 3).
Thus, no such adjustment was applied to the observations of the
Orion Bar.

Finally, after correcting for beam dilution and cross-
calibration factors, we combined the line intensities from the
di↵erent instruments by simply taking an average of the di↵er-
ent observations of a given line. We computed error bars on this
mean value as the interval between the minimum and maximum
values in the error ranges of the di↵erent instruments.

The original (uncorrected) data of the di↵erent instruments
are presented in Tables 1 and 2 and shown on Fig. 3 for 12CO and
13CO. Tables 4 and 5 present the data after correction of dilution,
cross calibration and averaging of the di↵erent instruments. These
corrected and averaged data are used in all figures except Fig. 3.

4.2. CO rotational diagrams

Figure 4 presents the rotational diagrams and local thermo-
dynamical equilibrium (LTE) fits of the 12CO and 13CO
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Fig. 11. Relation between the thermal pressure in the dense structures
of PDRs and the UV intensity G0, see text for references. The dashed
lines show the range of values obtained by Bron et al. (2018) in their
photoevaporating PDR models.

Figure 11 shows that Pth indeed increases with G0. Consid-
ering the very uncertain error bars, we do not provide here a
fitting of the reported points that would provide a more quanti-
tative scaling of Pth with G0. Nevertheless, a visual inspection
of Fig. 11 leads to Pth/G0 = 1–4⇥ 104 K cm�3 except for W49A
that falls below this range. We note that this graph can help
to rationalise the results presented in Stock et al. (2015). In the
two PDRs studied, S 106 and IRAS 23133+6050, the CO SLEDs
are close to those measured in Orion Bar, which could be ex-
plained by a UV radiation field, G0, of a few 104. We can also
comment on the results obtained by Indriolo et al. (2017) on
the CO SLEDs in prototypical massive star-forming regions in
which both a high-UV field and shocks are thought to excite the
gas. Our study suggests that excitation by UV photons also plays
a major role in the case of Orion S and W49N. Indeed both ob-
jects have similar CO SLEDs and W49N/A is found to follow to
some extent the Pth �G0 trend shown in Fig 11. In these objects,
shocks are however also involved; they are likely to be the major
driver for emission in CO lines with Jup > 25 and are revealed
when line profiles can be resolved. For instance, Tahani et al.
(2016) showed that for the CO J = 16–15 line towards Orion S,
there is a narrow (4 km s�1) component associated with the PDR
and a broad (15 km s�1) component associated with shock exci-
tation, both having similar integrated intensities. More detailed
modelling would be necessary to disentangle the contribution of
both excitations on the CO SLEDs.

The obtained Pth–G0 relation can also give us further insights
into the (unclear) origin of the density structures that are found at
the edge of H ii regions (case of Orion Bar) or of atomic regions
(case of NGC 7023 in which no H ii region is present). It sug-
gests that the UV radiation field plays a major role in the com-
pression of the PDR. As the pressures found in the PDRs are sig-
nificantly higher than the pressures found in the H ii regions (e.g.
Pth = 6⇥ 107 K cm�3 in the Orion Bar, Goicoechea et al. 2016),
pressurisation by the thermal pressure of the H ii region (e.g.
in an expanding H ii region) is not su�cient to explain the trend.
Photoevaporation, in which photoheated gas at the ionisation and
dissociation fronts expands into the central cavity and exerts by
reaction a force on the neutral and/or molecular part of the cloud
(Bertoldi 1989; Bertoldi & Draine 1996), could induce compres-
sion of the molecular part of the PDR and explain the pressure
di↵erence with the central ionised or atomic cavity. In addition,

the tight correlation with G0 independently of the presence of
an ionisation front (case of NGC 7023) close to the PDR seems
to indicate that non-ionising (FUV) photons can be at least as
e�cient as ionising photons for this photoevaporation process.
These considerations have found theoretical support in a recent
study by Bron et al. (2018). The authors find that photoevapora-
tion of the illuminated edge of the molecular cloud can indeed
lead to high pressures and account for the Pth-G0 trend. To illus-
trate this result, we show in Fig. 11 the range of values (dashed
lines representing Pth/G0 = 5⇥ 103 and 8 ⇥ 104 K cm�3, respec-
tively) obtained by the authors using their time-dependent hy-
drodynamical PDR code. The agreement with the observations
is striking and opens new perspectives to study dynamical evo-
lution of the strongly illuminated edges of molecular clouds in
massive star-forming regions.

7. Conclusion

Thanks to Herschel, we have measured the CO SLEDs in
two prototypical PDRs: NGC 7023 NW (observed 12CO lines
from Jup = 4–19) and the Orion Bar (observed 12CO lines from
Jup = 4–23). The excitation temperature deduced for Jup � 15
from the rotational diagrams are 112 and 147 K, respectively,
showing the presence of warm CO gas at the irradiated PDR
edge. We have used the Meudon PDR code and more specifi-
cally stationary isobaric PDR models to account for high-J 12CO
lines as well as for H2 and CH+ lines. The thermal pressure value
and a global scaling factor alone were used as free parameters.
The best models were obtained for a gas thermal pressure of
Pth ⇠ 108 K cm�3 and provide a good agreement with the ob-
served values. The prediction made by these models for other
lines from HCO+, O, C, C+, HD, and OH has also been found to
be compatible with the observed values.

Compared to previous works, we found that by simulating
in detail the H2 formation process on grains, its level excitation,
and considering state-to-state chemistry for key reactions, it is
possible to explain line emission of molecules at the edge of
PDRs with a stationary model without the introduction of ad-
hoc hypothesis as clumps or shocks. One of the key mechanisms
to account for warm CO in PDRs is the high e�ciency of H2 for-
mation at the PDR edge, which brings the H/H2 transition closer
to the interface. The gas temperature ranges from 1000 K where
H2 starts to self-shield to 100 K at the C+/C/CO transition. CO
starts to form as soon as H2 appears in the PDR. This is due to
the fact that the warm temperature, high density and presence
of FUV-pumped H2 allow the formation of CH+ via the H2 +
C+ reaction, opening a hot chemistry channel that leads to the
formation of CO. As a consequence, in the framework of these
stationary models, a significant fraction (⇠50% for the models of
the two PDRs presented here) of high-J CO emission is produced
before the C+/C/CO transition. In any case, the separation be-
tween the H/H2 and C+/C/CO transitions is predicted to be very
small (less than one arcsec. at the distance of Orion) and this is
in line with ALMA observations (Goicoechea et al. 2016).

Our results impact our view of the irradiated edge of star-
forming regions and the feedback of star formation on its
parental cloud. In the two prototypical PDRs, NGC 7023 NW
and Orion Bar, we found that the FUV photons from nearby
massive stars have enough energy to explain CO excitation in
mid- and high-J levels. No additional energy source as mechan-
ical heating is required. A comparison of NGC 7023 NW and
Orion Bar with other typical PDRs shows a correlation between
the thermal pressure at the edge of PDRs and the intensity of
the UV radiation field. A similar correlation was recently

A129, page 18 of 20

Joblin+2018 



Molecular gas excitation : metastable H3O+  levels 

• Excitation consistent with formation pumping
àAbundance and level population depend on the 
cosmic ray ionization rate
à Same phenomenon in active compact galaxies like 
Arp220, up to high redshifts

Lis+2014, Gonzalez-Alfonso+ 2013



The benefit of large scale maps 

Separation of the 
material associated to 
the distant star 
forming region W49N 
and the gas along the 
line of sight

LEGO, W49N Barnes+2020



The benefit of large scale maps 

• Large dynamical range of spatial scales
• Large variety of environments
• Relation between star forming regions and their environment
• Spectral line maps are smaller than photometry but bring complementary 

information

Orion B  Herschel vs IRAM-30m Gratier+2021



The benefic of large scale maps 

• SgrB2 : an example for molecular cloud associated to super 
star cluster, as in starbursts
• Combination of spectral diagnostics for the different phases 

M. G. Santa-Maria et al.: Submm line mapping of Sgr B2

Fig. 1. RGB view of about half of the CMZ (⇠500 ⇥ 600) in the GC.
Red: SPIRE 350µm tracing cold dust from the most prominent molec-
ular clouds. Green: PACS 70µm tracing warm dust, mostly in extended
PDR-like environments. Blue: MIPS 24µm tracing hot dust, mostly
from ionized regions. The rhombus marks the ⇠130 ⇥ 130 area mapped
with SPIRE-FTS around Sgr B2(M,N) massive star-forming cores.

the mapped area are physically associated (we justify this fur-
ther in the text). The Sgr B2 envelope has a complex structure.
The kinematic structure presents a cone shape in the {l, b, vLSR}
space, increasing from approximately +20 km s�1 at the edges to
approximately +65 km s�1 at the center (Henshaw et al. 2016).
Sgr B2(R) and (V) are two additional H II regions ionized by
at least one massive O6 star in each region (Martin & Downes
1972; Mehringer et al. 1993). Sgr B2 Deep South (DS; Meng
et al. 2019) is located about 2.80 south of Sgr B2(M). This is
a peculiar H II region that shows nonthermal emission (Meng
et al. 2019; Padovani et al. 2019) and it hosts a �-ray source
(Yusef-Zadeh et al. 2013). In the southwest of the envelope we
find the cloud G0.6�0.0. This region contains no less than four
ultracompact H II regions, and is surrounded by an arc, observed
in the 3.6 cm radio-continuum, that seems to bridge the south-
ern part of Sgr B2 with the northern part of Sgr B1 (Mehringer
et al. 1992). Further to the east we find the G0.66–0.13 region,
which was first reported in hard X-ray observations with NuSTAR
(Zhang et al. 2015). These authors suggest that this region is a
molecular clump and a local column density peak. In addition,
this region, which seems to have a hollow hemispherical struc-
ture, it is likely a site of ongoing cloud-cloud collision (Tsuboi
et al. 2015).

Signatures of ongoing star-formation are found all over the
region: very high FIR luminosity, molecular maser emission,
X-ray sources, extended, compact, ultra-compact, and hypercom-
pact H II regions, young stellar objects (YSOs), and massive hot

cores. These attributes make the complex one of the most prolific
star-forming regions in our Galaxy (e.g., Martin & Downes 1972;
Whiteoak & Gardner 1983; Benson & Johnston 1984; Mehringer
et al. 1992, 1993; Yusef-Zadeh et al. 2009; Ginsburg et al. 2018).
From a general perspective, it has been proposed that shocks pro-
duced by cloud-cloud collisions triggered the star formation in
Sgr B2 starburst (Hasegawa et al. 1994; Sato et al. 2000). Indeed,
Sgr B2 could be experiencing an extended (3 pc⇥ 12 pc) star-
formation event, not just an isolated starburst within the main
star-forming cores (see e.g., Ginsburg et al. 2018).

As in many galactic nuclei, it is not clear what dominates
the molecular gas heating in the Sgr B2 envelope. Shocks pro-
duced by the peculiar location of Sgr B2 in a region where the x1
and x2 orbits are tangential, a position favorable for cloud-cloud
collisions (Hasegawa et al. 1994; Tsuboi et al. 2015; Armijos-
Abendaño et al. 2020a) must play a role. Other studies suggest
that both low-velocity shocks and stellar UV radiation perme-
ating a clumpy medium, contribute to the gas heating at large
scales (Goicoechea et al. 2004). Previous X-ray observations
suggest that the complex is an X-ray reflection nebula because
it shows diffuse X-ray emission in the Fe0 K↵ line at 6.4 keV
(e.g., Koyama et al. 1996; Murakami et al. 2000). In addition,
the Fe0 K↵ line correlates with the SiO emission, advocating
to a relation between shocks and the source of X-rays (Martín-
Pintado et al. 2000). Several studies conclude that the region was
irradiated with the X-ray emission originated during brief out-
burst periods of Sgr A⇤ that ended a few hundred years ago (e.g.,
Zhang et al. 2015; Terrier et al. 2018). In addition, bombardment
of low-energy cosmic ray protons (LECRp), from SNe, accre-
tion onto Sgr A⇤, or local LECR sources, can be related to the
X-ray emission as well (Zhang et al. 2015). However, several
studies exclude the low-energy cosmic ray electrons (LECRe)
as the dominant origin of the Fe0 K↵ and hard X-ray contin-
uum emission in Sgr B2 (e.g., Revnivtsev et al. 2004; Terrier
et al. 2010; Zhang et al. 2015). For a more detailed discussion
on the possible contribution of LECRe and LECRp to the hard
X-ray emission in the CMZ, see for example: Zhang et al. (2015);
HESS Collaboration (2016); Padovani et al. (2020).

2.2. Herschel/SPIRE-FTS spectroscopic maps of Sgr B2

We obtained 130 ⇥ 130 submm spectroscopic maps
with the SPIRE-FTS instrument (Griffin et al. 2010),
and centered them to the coordinates of Sgr B2(M):
RA= 17h47m20.5s, Dec=�28�2300600. The spectrometer
used two bolometer arrays, the Short Wavelength Spectrom-
eter array (SSW), with 37 detectors covering the wavelength
range 194�313µm (1545�958 GHz) and the Long Wavelength
Spectrometer array (SLW), with 19 detectors covering the range
303�671µm (989�447 GHz). The SLW and SSW detectors
sampled an unvignetted field of view of about 20 in diame-
ter. The major advantage of this multi-beam FTS was that
it obtained a complete ⇠450–1545 GHz spectrum at every
detector of the array. This allowed to map nine rotational lines
of 12CO simultaneously. These spectra have the maximum
spectral resolution allowed by the FTS scanning mechanism
(⇠0.04 cm�1 = 1.2 GHz). Figure 2 shows a selection of these
maps and Figs. A.1 and A.2 show all the others.

These maps combine observations from an open time
program (OT2_ jgoicoec_5; 10.8 h of observing time) and
a Must-Do program (DDT_mustdo_1; 4.5 h). In program
OT2_ jgoicoec_5 (obsID=1342265842), we mapped Sgr B2 at
intermediate spatial sampling (one beam spacing) using the
bright mode to avoid saturation. The mapping mode was raster
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Fig. 2. Selection of SPIRE-FTS integrated line intensity maps. The map center coordinates are those of Sgr B2(M) core:
RA, Dec = 17h 47m 20.5s, �28� 230 0600. Black stars mark the location of the three massive star-forming cores Sgr B2(N, M, and S). Black tri-
angles mark other H II regions (Mehringer et al. 1992, 1993; Meng et al. 2019). The black dashed circle of radius 2.50 (⇠5.0 pc), centered at
RA, Dec = 17h 47m 39.7s, �28� 250 4800 marks a specific X-ray irradiated region (Zhang et al. 2015). The pink dashed circles in panel a show Shells
1, 2, and 3 of Tsuboi et al. (2015). White circles show positions A, B, C, and D.

scanning with 29 pointings and 4 jiggle positions each. In
DDT_mustdo_1 (obsID = 1342252288), we covered the region
with sparse sampling (a single pointing of the array per position,
36 in total at roughly two beam spacing). The combined data pro-
vide nearly fully spatially sampled maps. We calibrated the data
using Herschel Interactive Processing Environment (HIPE; Ott
2010). We adopted the extended emission calibration mode tak-
ing into account the diffraction losses and coupling efficiency
to a point source model (Swinyard et al. 2014). The resulting
integrated line intensities were extracted from the unapodized
interferograms after baseline subtraction and classical sinc func-
tion fits using the line-fitting tool available in HIPE. The FTS
beam (the half power beam width or HPBW) depends on the
frequency. It ranges from ⇠1700 in the SSW detectors to ⇠4200

in the SLW detectors. However, the FTS HPBW significantly
departs from basic diffraction theory (it does not simply scale as
the inverse of the frequency; Swinyard et al. 2014). To compare
the different line maps (among them and also with photometric
images) we convolved all SPIRE-FTS spectral-images to a uni-
form resolution (HPBW) of 4200 (that of the CO J = 4�3 line)
using Gaussian kernels. The typical 1� line sensitivity in these
maps is about 10�9 W m�2 sr�1.

2.3. Herschel and Spitzer photometric images

We made use of archival photometric images of the FIR
and submm dust continuum emission taken with Herschel
PACS and SPIRE cameras. These observations are part of the
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Fig. 3. SPIRE-FTS continuum-divided spectra toward four representative positions of Sgr B2 envelope: A in black, B in blue, C in magenta, and D
in cyan (the I⌫/Icont scale applies to the C spectrum, all the others are shifted). The D spectrum is unapodized, the other three are apodized.

extended over scales of tens of pc. Detailed excitation and
radiative transfer models already predicted that this line would
be observed in emission over a broad range of physical con-
ditions and background FIR illuminations (Cernicharo et al.
2006).

Finally, Fig. 2d shows a map of the [N II] 3P1�3P0 fine-
structure line emission at 205µm. This line stems from ionized
gas. The ionization potential of nitrogen is 14.5 eV, thus the
detection of [N II] 205µm emission implies the presence of ion-
izing EUV photons, perhaps also X-rays, electron collisional
ionization, or proton charge exchanges (e.g., Langer et al. 2015).
This line is easily excited by electron collisions because of its
low critical density, 173 cm�3 at 8000 K (from collisional rates
of Tayal 2011), and because of the small energy difference of
the fine-structure levels (�E / k= 70 K). Hence, this map traces
the spatial distribution of relatively low-density ionized gas.
Goicoechea et al. (2004) determined electron densities down to
ne ' 50�100 cm�3 in the southern envelope (with an average of
240 cm�3) from low-angular resolution (⇠8000) Infrared Space
Observatory observations of the [O III] 52, and 88µm lines. We
suspect that this is the same ionized gas component, which is
much more extended than the dense H II regions in the vicin-
ity of young massive stars typically and traced by mm-wave
hydrogen radio recombination lines (e.g., Jones et al. 2012). The

[N II] 205µm emission is brighter in the southern envelope and
displays a remarkably different spatial distribution than that of
the mid-J CO and [C I] lines. Table 2 shows the derived correla-
tion coefficients of the spatial distribution from several gas lines
and dust emission wavelengths mapped in Sgr B2.

3.3. Spatial distribution of HCN, HCO+, SiO, and N2H+

3.3.1. Integrated intensity line maps

Figure 4 shows the N2H+ (1�0) (Fig. 4a), HCO+ (1�0) (Fig. 4b),
SiO (2�1) (Fig. 4c), and HCN (1�0) (Fig. 4d) integrated line
intensity maps (over the entire emission LSR velocity range
�20 to 120 km s�1). Unexpectedly, the spatial distribution of the
SiO (2�1) emission, usually associated to warm shocked gas,
resembles that of N2H+ (1�0), considered as a tracer of qui-
escent cold gas (see discussion in Sect. 5.2.1). In Sgr B2
their spatial distribution is extended and moderately correlated4

(⇢= 0.7).

4 We use the Spearman’s correlation, instead of the usual Pearson’s
correlation, because the molecular emission is not normally distributed.
Spearman’s correlation is a non parametric statistic which measures
the monotonic relationship. A ⇢= 0 does not imply that there is no
relationship between the variables, just that it is not monotonic.
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Focusing on a nearby molecular cloud

IRAM-30M Large program. PI : M. GERIN & J. PETY. 
With I. BESLIC, L. EINIG, M. GAUDEL, H. MAZUREK,  J. ORKISZ, P. PALUD, M. SANTA MARIA, L. SEGAL, V. de SOUZA 
MAGALHAES, M. VONO, A. ZAKARDJAN, S. BARDEAU, S. BOURGUIGNON, E. BRON, P. CHAINAIS, J. CHANUSSOT, J. 
GOICOECHEA, P. GRATIER, V. GUZMAN, A. HUGHES, D. LANGUIGNON, J. LE BOURLOT, F. LE PETIT, F. LEVRIER, H. LISZT, 
K. OBERG, N. PERETTO, A. ROUEFF, E. ROUEFF, A. SIEVERS, and P. TREMBLIN 

12CO, 13CO, C18O Tpeak



Gas kinematics & Filaments

12CO emission over most
of the field of view
C18O emission spatially
and spectrally
concentrated
HCO+ and HCN show 
extended emission from
the cloud envelope

Complex spatial and 
velocity structure 
denoising and separation
of velocity « layers » using
ROHSA (Marshal+2020)
All velocity components 
associated with Orion B 
and at the same distance. 
Consistent with YSO 
velocities in Orion B 

. 

Gaudel+2023; Santa Maria 2023, Pety+2024 in prep



Gas kinematics & Filaments

Gaudel+2023

. 



Tracing different Av / density regimes

• Brightest region including NGC 2024 and NGC 2023
• Extended emission in HCO+ & HCN : subthermal excitation in moderate 

density gas (~103 cm-3)
• Intermediate density & filamentary gas : C18O, HNC
• Dense and well shielded gas  (n > 104 cm-3) : N2H+ ; H13CO+, CH3OHPety+2017 



Advanced data analysis & interpretation 

• Large data volumes : automated analysis, statistical diagnostics
• Limited integraion time : denoising spectral line maps : optimum use of the data
• Precision, bias and degeneracies of the radiative transfer models : statistical tools 
• Emulation of model for fast calculations and Bayesian fitting 
à Collaboration with data scientists is essential

Einig+2023, Palud+2023,Roueff+2021,2024 

Palud, P., et al.: A&A, 678, A198 (2023)

Fig. 6. Structure of a dense ANN, with H = 2 hidden layers and the
same sequence of layer input sizes (i j)H+1

j=1 used to illustrate the feedfor-
ward architecture in Fig. 2.

through nonlinear transformations. This architecture also strug-
gles to pass gradient information all the way back to the first
hidden layers. This phenomenon, known as gradient vanishing,
might lead to largely suboptimal trained networks. The recent
residual (He et al. 2016) and dense architectures (Huang et al.
2017) address these two issues. We used the dense architecture
for our regression problem.

A dense architecture is a special type of feedforward archi-
tecture where the input of a layer j + 1 is the concatenation of
the input and output vectors of the previous layer j: x( j+1) =
[[x( j), y( j)]]. This architecture focuses on reusing intermediate
values in hidden layers and can thus reduce the number of
parameters to train.

Figure 6 illustrates this dense architecture for a simple ANN
with H = 2 hidden layers and the same sequence of layer input
sizes (i j)H+1

j=1 used to illustrate the standard feedforward architec-
ture in Fig. 2. The output sizes o j of hidden layers are much
smaller with the dense architecture, as the input of layer j con-
catenates the input and output of layer j� 1. The weight matrices
W( j) of hidden layers are thus much smaller as well, which
reduces the total number of parameters to train. By lowering the
number of parameters to learn while providing the same number
of inputs to the output layer, this architecture limits overfitting
risks.

As the number of parameters per layer is reduced, we define
ANNs with H = 9 hidden layers, which is six more layers than
in the proposed networks with the standard architecture, yet still
with a similar number of parameters. By definition, the size of
the hidden layers in a dense architecture is strictly increasing,
as the size i j+1 of a layer input is the sum i j + o j of the input
and output sizes of the previous layer. The network is set so that
the input i j+1 of a layer j + 1 is 50% larger than the input of
the previous layer i j. With this geometric progression and the
polynomial transform P3, the input of the output layer contains
1296 neurons, which is 29.6% larger than the recommenda-
tion from PCA obtained in Sect. 4.2.2. However, out of these
1296 neurons, 34 correspond to the input values, 17 to the out-
put of the first hidden layer, 25 to the output of the second hidden
layer, and so on. In other words, though the input of the output
layer contains more neurons for the considered dense ANN than
the PCA recommendation, a majority of these neurons are the
result of fewer transformations.

When using this dense architecure strategy with the cluster-
ing approach, four dense networks with H = 9 hidden layers are
designed. The size of the last hidden layer is also set to a slightly

Table 2. Performance of interpolation methods and of the proposed
ANNs, with and without the removal of outlier from the training set.

Method Error factor Memory Speed

mean 99th per. max (MB) (ms)

N
o

ou
tli

er
re

m
ov

al

near. neighbor ⇥13.1 ⇥11.3 ⇥3e5 1650 62
linear 15.7 ⇥2.3 ⇥143 1650 1.5e3

sp
lin

e linear 15.7 ⇥2.3 ⇥144 1650 . . .
cubic 11.2 ⇥2.2 ⇥122 1650 . . .

quintic 19.1 ⇥2.9 ⇥304 1650 . . .

R
B

F linear 10.2 96.8 ⇥99 1650 1.1e4
cubic 10.4 ⇥2.1 ⇥112 1650 1.1e4

quintic 10.9 ⇥2.1 ⇥118 1650 1.1e4

A
N

N R 7.3 64.8 ⇥81 118 12
R+P 6.2 49.7 ⇥84 118 13

O
ut

lie
rr

em
ov

al
on

tra
in

in
g

se
t

near. neighbor ⇥13.1 ⇥11.6 ⇥3e5 1650 62
linear 15.9 ⇥2.4 ⇥143 1650 1.5e3

sp
lin

e linear 15.9 ⇥2.4 ⇥144 1650 . . .
cubic 11.1 ⇥2.2 ⇥120 1650 . . .

quintic 20.0 ⇥2.7 ⇥285 1650 . . .

R
B

F linear 10.3 97.3 ⇥97.5 1650 1.1e4
cubic 10.5 ⇥2.0 ⇥106 1650 1.1e4

quintic 10.9 ⇥2.0 ⇥114 1650 1.1e4

A
N

N

R 5.1 42.0 ⇥32.8 118 12
R+P 5.5 42.3 ⇥41 118 13

R+P+C 4.9 44.5 ⇥44 51 14
R+P+D 4.5 33.1 ⇥33.8 125 11

R+P+C+D 4.8 37.9 ⇥37.6 43 14

Notes. Evaluation speeds are measured on the full set of L lines for
1000 random points. The measurements are performed on a personal
laptop equipped with eight logical cores running at 3.00 GHz. Error
factors are evaluated on the test set. For neural network architectures,
C stands for a line clustering and specialist networks, D for a dense
architecture, P for a polynomial transform and R for the design of the
last hidden layer using PCA. For each criterion, the best obtained values
are highlighted in bold.

larger value than the PCA recommendation. The geometric pro-
gressions of these four networks are set to 35, 30, 15, and 10%,
respectively.

5. Results on the Meudon PDR code

Here, we compare ANNs designed and trained with the proposed
strategies with interpolation methods with respect to accuracy,
memory, and speed. Table 2 shows the results of the comparison.
It is divided in two halves. The first presents models trained on
the raw training set, while the second contains models trained
on the cleaned training set (using the outlier detection procedure
of Sect. 4.1). In each half, the results of interpolation methods
are first listed, followed by ANNs combining one or more of the
presented strategies.

5.1. Performance analysis

The proposed ANNs outperform all interpolation methods on
all aspects by a large margin: they are between 100 and
1000 times faster than reasonably accurate interpolation meth-
ods and between 14 and 38 times lighter in terms of memory.
Interpolation methods handle the prediction of L lines as L inde-
pendent operations, while ANNs handle the L lines at once,
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Species
& Lines

13CO (1 � 0) & (2 � 1)
and C18O (1 � 0) & (2 � 1)

13CO (1 � 0) & (2 � 1)
and HCO+ (1 � 0)

C18O (1 � 0) & (2 � 1)
and H13CO+ (1 � 0)

Estimator
a priori

Same (Tkin, nH2 ) for all lines
Same (CV ,�V ) for all lines

No a priori on N(13CO)
N(C18O)

Same (Tkin, nH2 ) for all lines
Same (CV ,�V ) for all lines

No a priori on N(13CO)
N(HCO+)

Same (Tkin, nH2 ) for all lines
Same (CV ,�V ) for all lines

No a priori on N(C18O)
N(H13CO+)
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Fixed generative parameters: N(13CO)
N(C18O) = 100.9, N(13CO)

N(HCO+) = 102.88, N(C18O)
N(H13CO+) = 103.78, Tkin = 22 K, �V = 0.32 km s�1, and CV = 0.0 km s�1

Fig. 12. Comparison of the CRB reference precisions for di↵erent com-
binations of two species and all their available lines. The layout of
this figure is identical to Fig. 11, except for the combination of stud-
ied lines: The first column shows the precision when the (1 � 0) and
(2 � 1) lines of the 13CO and C18O isotopologues are used. The last
two columns study a combination of the one CO isotopologue with one
HCO+ isotopologue: 13CO and H12CO+ on the second column and C18O
and H13CO+ on the third column.

for nH2
>⇠ 104 cm�3 compared to the estimations using only the

13CO and C18O lines. This is indeed the case for N(H2) col-
umn densities above 1021.1 cm�2 and below 1022.6 cm�2 for the
S
n
13CO,HCO+

o
set of species, and for N(H2) column densities

above 1022.2 cm�2 for the S
n
C18O,H13CO+

o
set. This is due to

the lower abundance of C18O and H13CO+ that turns into lower
opacities, and thus a greater sensitivity to physical conditions at
large column densities. For the S

n
13CO,HCO+

o
set of species,

the precision for the kinetic temperature, volume density and
pressure is now reasonable for almost all the space of covered
N(H2), nH2 values. A precision better than 25% seems reachable
for the conditions encountered in the Horsehead nebula, which
corresponds to log(nH2 ) = 4 ± 0.5 cm�3 and Tkin 2 [15, 40] K as
shown in Fig.16.

5.5. Adding the constraint from the
12CO (1 � 0) peak

temperature

Figure 13 compares the same combinations of species
(S
n
13CO,C18O

o
or S
n
13CO,HCO+

o
) and their associated avail-

able transitions with the additional information coming from the
peak temperature (line temperature at the velocity channel that
maximizes the intensity) of the 12CO (1 � 0) line.

As expected by the fact that the 12CO (1 � 0) line is highly
optically thick, this additional constraint enables one to reach an

estimation of Tkin within 10% for almost all the covered space
of physical conditions. Adding this constraint also has a signifi-
cant impact on the nH2 accuracy for the S

n
13CO,C18O

o
set. The

impact remains modest for the other set, S
n
13CO,HCO+

o
.

5.6. Only using the (1 � 0) lines

Roue↵ et al. (2021) showed in the LTE framework that using
the two lowest J transition for 13CO or C18O considerably in-
creases the space of N(H2), nH2 values for which the CRB refer-
ence precision is reasonable. We find a similar e↵ect when only
studying 13CO or C18O alone or even their combination. How-
ever this result is linked to the association of species (13CO and
C18O) having similar collisional and radiative rate coe�cients.
We here consider the benefit of using only the (1 � 0) lines or
both the (1 � 0) and (2 � 1) lines of 13CO and C18O when study-
ing the associations with one of the isotopologues of HCO+ that
have a much higher dipole moment, and thus di↵erent radiative
rate coe�cients.

Columns 1 and 2 (resp. 4 and 5) of Fig. 14 allow us to
quantify the benefit of using the (1 � 0) and (2 � 1) lines over
only using the (1 � 0) line for the S

n
C18O,H13CO+

o
(resp.

S
n
12CO, 13CO,HCO+

o
) set. In contrast with the cases using only

the CO isotopologues, the loss of precision remains weak when
combining a ground state transition from a CO isotopologue
with the same line from an HCO+ isotopologue. The region of
N(H2), nH2 values for which the CRB stays relatively constant
only slightly decreases. This suggests that getting several low-
J lines of selected species with 1) di↵erent excitation require-
ments and 2) a su�ciently well understood chemistry, would
be a good surrogate to observations of higher J transitions of
the same species, which lie in atmospheric windows that require
more stringent weather conditions to get good observations.

5.7. Fixing the relative abundances of the CO and HCO+
isotopologues

Up to now, we only studied cases where the relative abun-
dance of the CO and HCO+ isotopologues have been uncon-
strained. We finally study the impact of fixing the abundance
of either 13CO/HCO+ or C18O/H13CO+ on the CRB reference
precision. Column #2 and #3 (resp. #5 and #6) of Fig. 14 al-
low us to quantify the benefit of fixing the relative abundances
at constant number of transitions for the S

n
C18O,H13CO+

o

(resp. S
n
12CO, 13CO,HCO+

o
) set. The increase of precision is

important for the column densities as expected because infor-
mation on the abundances has been added and we thus have
two measurements at di↵erent opacities of the same quantity
(the column density). However, the increase of the precision is
also obvious for kinetic temperature, volume density, and ther-
mal pressure, in the case of the S

n
C18O,H13CO+

o
set. For the

S
n
12CO, 13CO,HCO+

o
case, only the volume density and ther-

mal pressure show an increased precision as the kinetic temper-
ature is mostly constrained by the 12CO (1 � 0) peak intensity.
However, these gains in precision require an accurate a priori
on the abundance ratio. Otherwise it induces biases as shown in
Sect. 4. Leaving the relative abundance as free as possible is thus
a better solution as long as their knowledges is imprecise.
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What’s next ? 
Mapping the ISM : Galactic plane surveys

• From the ground : mapping surveys beyond CO lines for
• Better coverage of the physical conditions
• Kinematic information
• Chemical information & associated physical diagnostics

àArray receivers for large single dish telescopes like IRAM-30m 
• From space : mapping surveys of FIR fine structure lines ([CII], [NII], 

[OI], ..) with high spectral resolution
• From the very low density phases to diffuse molecular gas
• Feedback phenomena including large scale winds and outflows
• Tomography of the MW together with extinction data
• Energy flows from cooling power (need some FIR CO & H2O lines) 

• From space : dust emission polarimetry 

à Context for extragalactic data up to high redshift

Müller+2017

Müller+2021



What’s next ? Star and planet forming material  

• Far infrared spectroscopy of planet forming disks : HD, H2O, OI,  as in the 
FIR probe projects
• Total gas content, depletions, position of the snow line, tomography from the line 

profiles, evolutionary effects
• High spectral resolution is key for line profile and line/continuum separation

• IR imaging spectroscopy with JWST 
• Ground based interferometers NOEMA, ALMA Wide Sensitivity Upgrade 

(2030+) with 2x (8 – 16 GHz) at high spectral resolution, ngVLA, MeerKat







In nearby galaxies

PHANGS : ALMA+VLT



Complexity of line profiles

[CII] with SOFIA
Herschel 

SgrB2, Harris+2021, Godard+2012, Lis+2014, Lis+2023


