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From Clouds to Stars
Gravity

Magnetic Fields
Thermal Pressure

Degeneracy 
Pressure

Turbulence

Cosmic Rays

Radiation Pressure

Winds & 
Supernovae

Rotation

Definitions: 
Core → star or binary (from central disk) 
Clump → star cluster 
Cloud (GMC) → OB association



Open Questions
• Galaxy scale: What sets the SFR in galactic disks?

• GMC properties & lifecycle: Gravitationally bound? Lifetimes?

• Initiation of SF: external triggering or spontaneous gravitational instability?

• Initial conditions: how close to equilibrium?

• Accretion mechanism: [turbulent/magnetic/thermal-pressure]-regulated 

fragmentation to form cores vs competitive accretion / mergers

• Timescale: fast or slow (# of dynamical times)?

• End result:


– Initial mass function (IMF)

– Binary fraction and properties

How do these properties vary with environment? 
Subgrid model of SF? Threshold nH*? Efficiency εff?

N*

m*

Salpeter (1955)

dN*/dm* = A m*-2.35

m*max?



Massive Star Formation Theories

If in equilibrium,
then self-gravity

is balanced by 
internal pressure:
B-field, turbulence,
radiation pressure

(thermal P is small)

Cores form from this
turbulent/magnetized medium: at any instant 

there is a small mass fraction in cores. 
These cores collapse quickly to feed a central disk 

to form individual stars or binaries.

Turbulent Core Model:

(McKee & Tan 2002, 2003)

Stars form from “cores” that fragment from

the “clump”

Competitive (Clump-fed) Accretion: 
(Bonnell, Clarke, Bate, Pringle 2001; Bonnell, Vine, & Bate 
2004; Schmeja & Klessen 2004; Wang, Li, Abel, Nakamura 
2010; Padoan et al. 2020 [Turbulence-fed]; Grudić et al. 2022)

Massive stars gain most mass by Bondi-
Hoyle accretion of ambient clump gas 

Originally based on 
simulations 
including only 
thermal pressure.
Massive stars form 
on the timescale of 
the star cluster, 
with relatively low 
accretion rates.

Violent 
interactions? 
Mergers? 
(Bonnell, Bate & 
Zinnecker 1998;

Bally & Zinnecker 2005

Bally et al. 2011; 2021)

Core Accretion:  
wide range of dm*/dt ~10-5 - 10-2 M! yr-1

(e.g. Myers & Fuller 1992; Caselli & Myers 1995; McLaughlin & Pudritz 1997; 
Osorio+ 1999; Nakano+ 2000; Behrend & Maeder 2001)

Σ ~ 1 g cm-2



Σ - M Diagram 
Physical Properties of 
Star-Forming Regions

AV=230
A8μm=8.1
NH=4.2x1023cm-2

Σ=4800 M! pc-2

Tan et al. (2014, Protostars & Planets VI)

The Environments of  
Massive Star Formation

Core Models
(Zhang & Tan 2018)

Clump/Cluster Models
(Farias, Tan+ 2017, 2018, 2023)



t=0

protostar

formation

Massive Prestellar and Protostellar Cores
Exist? Dynamical state? SFE (CMF ➞ IMF)? Multiplicity?

McKee & Tan (2002, 2003)
Analytic Theory: e.g. Turbulent Core Model

Outflow-
confined 

HII Region

m*=8M!



t=0

protostar

formation

Massive Prestellar Cores
Do they exist? How to find them? Close to virial equilibrium?

McKee & Tan (2002, 2003)

nH,s → 1.1×106 cm-3

Analytic Theory: e.g. Turbulent Core Model

core
clump



Filaments, Clumps & Cores from Collision of Magnetized GMCs
Wu et al. 2015, 2017a, b, 2020 
Hsu et al. 2023 
García-Alvarado et al., in prep.

N2H+ and N2D+ as key tracers of prestellar cores 
Goodson et al. 2016;  Hsu et al. 2021

A natural mechanism to provide 
a large scale environment with 

disturbed kinematics and some 
relatively isolated massive cores 

Kinematics of Cygnus OB2 2603

Figure 9. PM vector map for 798 X-ray and spectroscopically selected stars towards Cygnus OB2 including 16 O-type stars, 34 B-type stars, and 748 X-ray
selected stars. The 75 most extreme kinematic outliers, as noted in the text, have been removed. The dots show the current position of the stars, while the
vectors shown the PMs, colour-coded based on their direction of motion to highlight the kinematic substructure. The grey box shows the border of the X-ray
observations used to identify members of Cyg OB2 and an empty black star symbol marks the centre of mass of the association as determined in Section 4.1. A
representative 10 mas yr−1 vector is shown in the top-left corner and a colour wheel showing the relationship between colour and PA is shown in the top-right
corner. The background is a Spitzer 8 µm image (Hora et al. 2011).

when using the centre determined by Knödlseder 2000), or whether
the entire PM sample is used or only those stars in the mass ranges
considered complete (for which the ratio is 62:38).

In the radial direction, there is an almost even split in both
the number of expanding and contracting stars (51+2

−1:49+1
−2) and

the kinetic energy (50+9
−7:50+7

−9) in both expansion and contrac-
tion (i.e. away from or towards the centre of the association), a
result that shows very little variation when different centres or
subsets of the sample are considered. When using the centre of
mass of the OB stars, the ratio of expanding to contracting en-
ergies changes to 43:57, the largest variation seen, and none of
the centres result in more than half of the kinetic energy being in
expansion.

In the azimuthal direction, there is a preference for motion in
the direction of decreasing PA with 66+5

−7 per cent of the azimuthal
kinetic energy in that direction and 34+7

−5 per cent in the direction
of increasing PA (this result is independent of the centre used). A
similar split is seen in the distribution of angular momentum with
61+2

−4 per cent in the direction of decreasing PA and 39+4
−2 per cent

in the direction of increasing PA. Since the number of stars moving
in each azimuthal direction and their mass distributions are very
similar, these difference must be entirely due to the stars moving
faster in the direction of decreasing PA. If this were a gravitation-
ally bound system this would be evidence of rotation, but because
Cyg OB2 is not bound (and may never have been bound, see Sec-
tion 5), it is more accurate to refer to this as non-zero angular

MNRAS 460, 2593–2610 (2016)
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Fig. 3.— Proper motions for 798 X-ray and spectroscopically selected stars towards Cygnus OB2 (including 16 O-type
stars), with kinematic outliers removed. The vectors are coloured based on their direction of motion to highlight kinematic
substructure. The grey box shows the border of the X-ray observations used to identify members and the colour wheel in
the top-right corner shows the relationship between colour and position angle. Figure from Wright et al. (2016).

observed correlation between radius and density (Pfalzner
2009). However, the internal velocity dispersions for many
associations are too small to explain their present-day size
by expansion from a significantly more compact state (e.g.,
Preibisch and Mamajek 2008; Torres et al. 2008), raising
questions over this interpretation.

Measuring the expansion of associations is, in principle,
very simple. Blaauw (1946) put forward the linear expan-
sion model, which assumes that associations had an initially
compact configuration and have expanded linearly (in time)
from then. For nearby associations it is necessary to ac-
count for virtual expansion caused by the radial motion of
the association towards (or away from) the observer, which
can cause a false expansion (or contraction) on the sky, even
when no physical expansion exists (Blaauw 1964). This can
be corrected for using radial velocities, either for the bulk
motion of the association (Brown et al. 1997) or for individ-
ual stars (Wright and Mamajek 2018).

Early kinematic studies struggled to find evidence of ex-
pansion in associations. For example, both Wright et al.
(2016) and Arnold et al. (2020) could find no evidence for
expansion in Cyg OB2 from ground-based proper motions,

while Ward and Kruijssen (2018) searched for expansion in
18 OB associations using Gaia DR1 data, but could not find
evidence for expansion in any of their targets. The availabil-
ity of Gaia DR2 astrometry lead to expansion being mea-
sured in some, but not all, systems. Using Gaia DR2 data,
Melnik and Dambis (2020) studied 28 OB associations and
found evidence for expansion within 6 of them. Ward et al.
(2020) studied the kinematics of 110 OB associations using
Gaia DR2 and argued that their properties were not consis-
tent with expansion from a single, compact configuration,
but were more consistent with originating from a highly
substructured velocity field.

More recent studies have found that if associations are
divided into subgroups based on their spatial and kinematic
substructure then these subgroups often show evidence for
expansion, even when the whole system does not. For ex-
ample, Kounkel et al. (2018) divided the Orion OB1 asso-
ciation into subgroups using spatial and kinematic informa-
tion and found evidence for the expansion of the Orion D
subgroup. Cantat-Gaudin et al. (2019b) divided the young
stars of the Vela OB2 association into 7 subgroups and
found all of them to be expanding. Armstrong et al. (2020)

8

Complex expansion patters of OB associations 
Wright et al. (2016); Wright et al. (2022; PPVII)
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GBT-Argus
13CO(1-0)
~7” 
Law, Tan,
Skalidis, 
Morgan et al. 
2024

The Astrophysical Journal Letters, 782:L30 (6pp), 2014 February 20 Butler, Tan, & Kainulainen

Figure 1. (a) Left: 8 µm image of IRDC G028.37+00.07 (Cloud C) with intensity scale in MJy sr−1. Dotted squares show the 12 Spitzer IRAC pointings, each with
10.4 s exposure, used to construct the mosaicked image. (b) Right: merged NIR+MIR Σ map (units of g cm−2). The IRDC-defining ellipse from Simon et al. (2006) is
shown. Core/clump centers (Section 3.2) are labeled with crosses. Saturated pixels are marked with white squares.
(A color version of this figure is available in the online journal.)

kinematic distance of 5.0 kpc (Simon et al. 2006) made us-
ing longer-exposure archival Spitzer-IRAC data, probing to
Σsat " 1 g cm−2. Combining with an NIR extinction map, it
reveals a very high dynamic range of mass surface densities.

2. METHODS

Butler & Tan (2012) MIREX mapping requires knowing the
intensity of radiation just behind the cloud, Iν,0 (estimated by
interpolation of surrounding observed intensities), and just in
front, Iν,1. Then for negligible emission in the cloud and a one-
dimensional geometry, Iν,1 = e−τν Iν,0, where optical depth
τν = κνΣ, where κν is total opacity at frequency ν per unit
total mass. However, foreground emission from the diffuse
ISM emission causes us to observe Iν,1,obs = Iν,fore + Iν,1 =
Iν,fore + e−τν Iν,0 toward the IRDC and Iν,0,obs = Iν,fore + Iν,0
toward the surroundings used to estimate Iν,0.

Following Butler & Tan (2012), we estimate Iν,fore by search-
ing for saturation in independent cores, occurring when Σ is
large enough to block essentially all background emission.
Butler & Tan (2012) used Spitzer GLIMPSE data with 2.4 s
exposures. We now use archival data of IRDC C (PI: G. Fazio;
Project ID DARKCLOUDS/219; AOR key 6050304), with
10.4 s exposure per pointing. After starting with post basic cali-
brated data (pipeline version S18.18.0), the final combined im-
age consists of 12 mosaicked 5.′2 × 5.′2 pointings, resulting in
∼20 regions that have different total exposures, 1σ noise and
instrumental background levels (Figure 1(a)). For each region
with area !500 pixels, we search for saturation by: (1) find
Iν,1,obs(min), the minimum value of Iν,1,obs. (2) Find all pixels
with Iν,1,obs(min) < Iν,1,obs < Iν,1,obs(min)+2σ . If these are spa-
tially independent (i.e., extended over "4′′; cf. 8′′ of Butler &
Tan 2012), then the region is defined to exhibit “local saturation”
and all pixels in this intensity range are labeled “saturated.” Steps
(1) and (2) are repeated for each region. (3) Evaluate the mean
value of Iν,1,obs of saturated pixels in all regions, Iν,1,obs(sat) (in

practice only two regions exhibit saturation; see Section 3.2).
Apply an offset to each saturated region equal to the difference
between Iν,1,obs(sat) and its local value. We expect these offsets
to result from varying instrumental background noise. We then
subtract a local 2σ intensity from the foreground to each region,
which ensures every pixel has a finite estimate of Σ. The aver-
age estimate of Iν,fore is "31.2 MJy sr−1 ("0.6 MJy sr−1 greater
than the Butler & Tan 2012value). Lack of areal coverage of the
archival data means we must use the background model derived
from GLIMPSE (Butler & Tan 2012). This was scaled to match
intensities of the archival data by comparing median intensities
in several small patches free of stellar or extended emission
sources, which were used to derive a single mean offset factor.

Longer integration times (everywhere "10.4 s; all identi-
fied core/clumps (Section 3.2) have "20.8 s, up to maxi-
mum of 52 s; compared to 2.4 s for GLIMPSE) cause the 1σ
noise level to fall from ∼0.6 MJy sr−1 (Reach et al. 2006) to
0.29, 0.20, and 0.14 MJy sr−1 for the 10.4, 20.8, and 41.6 s ex-
posure regions, respectively. While the absolute value of this
noise level is somewhat uncertain, the relative values should
be better determined. By subtracting a 2σ noise level, our
method sets the minimum value of Iν,1 " 1σ–2σ , leading to a
limit at which our Σ measurements begin to be underestimated
by saturation effects, Σsat = τν,sat/κν = ln(Iν,0/Iν,1)/κν , of
0.625, 0.675, 0.722 g cm−2 respectively, assuming Iν,1 = 2σ
and a value of Iν,0 = Iν,0,obs − Iν,fore = (94.3–31.2 =
63.1) MJy sr−1, the mean intensity of our scaled background
model with foreground subtracted. This represents an increase
of up to ∼40% in dynamic range compared to the Butler & Tan
(2012) map, which had Σsat " 0.5 g cm−2. A true Σ value that is
equal to Σsat is underestimated by about 7% (cf. 17% for Butler
& Tan 2012). Thus the new map not only probes to higher Σ,
but does so with greater accuracy. Note, values of Σ > Σsat are
present in the map, up to ∼0.85 g cm−2.

The above equation for Σsat is also useful for seeing the
effect of errors in estimating the background specific intensity,
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Law, Tan,
Skalidis, 
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Figure 1. (a) Left: 8 µm image of IRDC G028.37+00.07 (Cloud C) with intensity scale in MJy sr−1. Dotted squares show the 12 Spitzer IRAC pointings, each with
10.4 s exposure, used to construct the mosaicked image. (b) Right: merged NIR+MIR Σ map (units of g cm−2). The IRDC-defining ellipse from Simon et al. (2006) is
shown. Core/clump centers (Section 3.2) are labeled with crosses. Saturated pixels are marked with white squares.
(A color version of this figure is available in the online journal.)

kinematic distance of 5.0 kpc (Simon et al. 2006) made us-
ing longer-exposure archival Spitzer-IRAC data, probing to
Σsat " 1 g cm−2. Combining with an NIR extinction map, it
reveals a very high dynamic range of mass surface densities.

2. METHODS

Butler & Tan (2012) MIREX mapping requires knowing the
intensity of radiation just behind the cloud, Iν,0 (estimated by
interpolation of surrounding observed intensities), and just in
front, Iν,1. Then for negligible emission in the cloud and a one-
dimensional geometry, Iν,1 = e−τν Iν,0, where optical depth
τν = κνΣ, where κν is total opacity at frequency ν per unit
total mass. However, foreground emission from the diffuse
ISM emission causes us to observe Iν,1,obs = Iν,fore + Iν,1 =
Iν,fore + e−τν Iν,0 toward the IRDC and Iν,0,obs = Iν,fore + Iν,0
toward the surroundings used to estimate Iν,0.

Following Butler & Tan (2012), we estimate Iν,fore by search-
ing for saturation in independent cores, occurring when Σ is
large enough to block essentially all background emission.
Butler & Tan (2012) used Spitzer GLIMPSE data with 2.4 s
exposures. We now use archival data of IRDC C (PI: G. Fazio;
Project ID DARKCLOUDS/219; AOR key 6050304), with
10.4 s exposure per pointing. After starting with post basic cali-
brated data (pipeline version S18.18.0), the final combined im-
age consists of 12 mosaicked 5.′2 × 5.′2 pointings, resulting in
∼20 regions that have different total exposures, 1σ noise and
instrumental background levels (Figure 1(a)). For each region
with area !500 pixels, we search for saturation by: (1) find
Iν,1,obs(min), the minimum value of Iν,1,obs. (2) Find all pixels
with Iν,1,obs(min) < Iν,1,obs < Iν,1,obs(min)+2σ . If these are spa-
tially independent (i.e., extended over "4′′; cf. 8′′ of Butler &
Tan 2012), then the region is defined to exhibit “local saturation”
and all pixels in this intensity range are labeled “saturated.” Steps
(1) and (2) are repeated for each region. (3) Evaluate the mean
value of Iν,1,obs of saturated pixels in all regions, Iν,1,obs(sat) (in

practice only two regions exhibit saturation; see Section 3.2).
Apply an offset to each saturated region equal to the difference
between Iν,1,obs(sat) and its local value. We expect these offsets
to result from varying instrumental background noise. We then
subtract a local 2σ intensity from the foreground to each region,
which ensures every pixel has a finite estimate of Σ. The aver-
age estimate of Iν,fore is "31.2 MJy sr−1 ("0.6 MJy sr−1 greater
than the Butler & Tan 2012value). Lack of areal coverage of the
archival data means we must use the background model derived
from GLIMPSE (Butler & Tan 2012). This was scaled to match
intensities of the archival data by comparing median intensities
in several small patches free of stellar or extended emission
sources, which were used to derive a single mean offset factor.

Longer integration times (everywhere "10.4 s; all identi-
fied core/clumps (Section 3.2) have "20.8 s, up to maxi-
mum of 52 s; compared to 2.4 s for GLIMPSE) cause the 1σ
noise level to fall from ∼0.6 MJy sr−1 (Reach et al. 2006) to
0.29, 0.20, and 0.14 MJy sr−1 for the 10.4, 20.8, and 41.6 s ex-
posure regions, respectively. While the absolute value of this
noise level is somewhat uncertain, the relative values should
be better determined. By subtracting a 2σ noise level, our
method sets the minimum value of Iν,1 " 1σ–2σ , leading to a
limit at which our Σ measurements begin to be underestimated
by saturation effects, Σsat = τν,sat/κν = ln(Iν,0/Iν,1)/κν , of
0.625, 0.675, 0.722 g cm−2 respectively, assuming Iν,1 = 2σ
and a value of Iν,0 = Iν,0,obs − Iν,fore = (94.3–31.2 =
63.1) MJy sr−1, the mean intensity of our scaled background
model with foreground subtracted. This represents an increase
of up to ∼40% in dynamic range compared to the Butler & Tan
(2012) map, which had Σsat " 0.5 g cm−2. A true Σ value that is
equal to Σsat is underestimated by about 7% (cf. 17% for Butler
& Tan 2012). Thus the new map not only probes to higher Σ,
but does so with greater accuracy. Note, values of Σ > Σsat are
present in the map, up to ∼0.85 g cm−2.

The above equation for Σsat is also useful for seeing the
effect of errors in estimating the background specific intensity,

2
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Figure 3. 8µm intensity map of G28.37+0.07 with the inferred plane of sky magnetic field component overlaid as a “drapery”
image. The drapery pattern is produced using the line integral convolution method (Cabral & Leedom 1993) after regridding the
original polarisation angle data to a finer spatial scale. The extinction contours of Figure 1 are shown in grey. The magenta +
marks the position of massive protostar Cp23 (Moser et al. 2020), while the white + symbols mark the dense starless/early-stage
core/clump sample of Butler et al. (2014). Note, each symbol size is equivalent to one SOFIA-HAWC+ beam of 18.002.

field strength is estimated via:

B2D =
p
2⇡⇢

�vp
�✓

. (2)

In general the r-DCF method is expected to be more
accurate in regions sub- to trans-Alfvénic turbulence,
where it derives lower magnetic field strengths than the
DCF method. We also note that from the above equa-
tions, the two methods will give the same estimate of

field strength (for the same input physical conditions
and with Q = 0.5) when �✓ = 0.5 radians, i.e., 28.6�.
The procedure to construct these magnetic field

strength maps is as follows. We first re-grid the orig-
inal Stokes parameter maps into a coarser pixel scale
with a size that corresponds to the SOFIA band-E beam
FWHM = 18.200 so that the measurements in each pixel
are spatially independent of each other. We then com-
pute the polarization angle quantities, including the po-

4
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SOFIA-HAWC+
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Figure 1. Global MIR view of IRDC G28.37+0.07. MIR extinction (including NIR correction) contours (AV = 7, 15, 30, 60mag)
(Kainulainen & Tan 2013) are overlaid on a 3-colour Spitzer GLIMPSE image (RGB: 8, 5.8 and 4.5 µm) (Churchwell et al.
2009). The yellow contour shows the region mapped by SOFIA-HAWC+ at 214 µm. The white rectangle is the region mapped
by GBT-Argus to trace 13CO and C18O(1-0) emission. The green ellipse shows the IRDC region defined by Simon et al. (2006).

Law, Tan et al. (2024)
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Figure 8. Plane of sky magnetic field strength maps of G28.37+0.07 using the DCF and r-DCF (or ST) methods (Left column:
DCF; right column: r-DCF). The top row shows the field strength maps with a logarithmic scale, while the bottom row shows
the same maps but in linear scale.

Figure 9. Map of uncertainty in �✓, i.e., ��✓ (see text).

The dependencies of magnetic field strength on mass
surface density, ⌃ (or equivalentlyNH), and volume den-

sity, ⇢ (or equivalently nH), including both mean and
dispersion, are constraints on theoretical models and
simulations of molecular clouds as they undergo collapse
to form stars. The magnetic field strength estimated by
the DCF and r-DCF methods is the plane of sky compo-
nent, i.e., B2D. To make comparison with Zeeman-based
relations that measure 1D line of sight magnetic field
components (e.g., Crutcher et al. 2004), we estimate the
1D field strength to be B1D = B2D/

p
2.

Figure 11 presents the DCF and r-DCF B1D versus
NH relations for IRDC G28.37+0.07. Note that here we
have measured NH from the Herschel, i.e., FIR, derived
⌃ map. In addition to the full data set shown by the
black dots, we also display the median values of binned
data, using bin widths of 0.2 dex in NH unless such a
bin would contain fewer than five data points (relevant
only for the lowest column density bin). We fit a power
law relation of the form

B1D = BN22N
↵B�N

H,22 , (4)

Law, Tan et al. (2024)

Magnetic field strength mapping
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Figure 13. (a): Mass surface density in pixel scale equivalent to SOFIA beam FWHM. (b): Dense cores from Butler et al. (2014)
overlaid on the magnetic field strength G28.37+0.07 measured via the ST method. Each circle is centered at the coordinate
of each dense core and with a fix aperture radius equivalent to 1 SOFIA-HAWC+ beam FWHM. The ellipse shows the IRDC
region defined by Simon et al. (2006) (c): Mass to flux ratio (µ) map toward G28.37+0.07 based on magnetic field strength
estimated from classical DCF method. (d): As (c), but now showing mass to flux ratio (µ) based on magnetic field strength
estimated from refined DCF method (Skalidis & Tassis 2021).

With the above measurements of primary quantities,
we then estimate EG, EK , and EB . Note that EK and
EB include a subtraction of surface terms and in certain
cases where the background is relatively strong, these
can then take negative values. To test the condition of
virial equilibrium, in Figure 14 we plot 2EK+EB versus
|EG|. Here we examine four cases resulting from whether
we measure mass and density via the FIR or MIREX
⌃ maps and whether or not we carry out background
subtraction to measure the core properties of mass and
density.
From Figure 14 we see that for the FIR-derived core

properties and the case before background subtraction,
the core population scatters quite closely about the con-
dition of virial equilibrium. The most extreme outlier to
the gravity dominated regime is the massive protostellar

source Cp23. The most extreme outlier to the 2EK+EB

dominated regime is the C1 core/clump that is a prime
candidate for hosting massive pre-stellar and earl-stage
cores (Tan et al. 2013, 2016; Kong et al. 2018). Indeed,
here we see that EB dominates the energetics. The e↵ect
of using MIREX based masses and densities is a mod-
est shift toward supervirial conditions, expected given
the systematically lower masses found by the MIREX
method. However, as discussed by Butler & Tan (2012),
the MIREX masses may be somewhat underestimated in
the densest regions given the e↵ects of “saturation” lim-
iting the maximum ⌃ that can be probed by the method.
The e↵ect of background subtraction on the mass and

density estimates is more significant. As noted above,
there are cases where the mass of a core is reduced by
a large factor (> 5) after attempting background sub-

POLIMAP - Polarized Light from Massive Protoclusters
Law, Tan et al. (2024)

Mass-to-flux ratio mapping
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Testing Turbulent Core Accretion
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Figure 17. (a) Top Left: Observed total 1-D velocity dispersion against predicted 1-D velocity dispersion from the TCM
prediction based on the mass derived from the FIR mass surface density map. (b) Top Right: Similar to (a), but the predicted
velocity dispersions are derived from the background-subtracted mass. (c) Bottom Left:Observed velocity dispersion against
predicted 1-D velocity dispersions from the TCM with masses are derived from the MIREX map. (d) Bottom Right: Similar to
(c), but the predicted velocity dispersions are derived from the background-subtracted mass.
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Figure 18. (a) Top Left: Scatter plot of the observed total magnetic field strength (Btot =
p
3Bx) to the magnetic field strength

assuming the core is at equilibrium based on mass derived from the FIR mass surface density map . (b) Top Right: Similar to
(a), but here the predicted virial magnetic field is based on the background subtracted mass (c) Bottom Left: Scatter plot of
the observed total magnetic field strength (Btot =

p
3Bx) to the magnetic field strength assuming the core is at equilibrium but

based on mass derived from the MIREX map . (d) Bottom Right: Similar to (c), but here the predicted virial magnetic field is
based on the background subtracted mass

POLIMAP - Polarized Light from Massive Protoclusters
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Figure 19. (a) Top Left: Scatter plot of the observed total magnetic field strength (Btot =
p
3Bx) to the magnetic field

strength assuming the core is at equilibrium with correction of higher magnetic field support (Tan et al. 2013) based on mass
derived from the FIR mass surface density map. (b) Top Right: Similar to (a), but the predicted virial magnetic field is based
on the background subtracted mass. (c) Bottom Left: Scatter plot of the observed total magnetic field strength (Btot =

p
3Bx)

to the magnetic field strength assuming the core is at equilibrium with correction of higher magnetic field support but based on
mass derived from the MIREX map . (d) Bottom Right: Similar to (c), but here the predicted virial magnetic field is based on
the background subtracted mass
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Massive Protostellar Cores: simulations
Peters et al. (2011)

Mc = 100M!, Rc=0.5pc, 

nH = 5400cm-3, B=10μG Disc formation in turbulent massive cores 3

Figure 2. Column density in logarithmic scaling for the top-on
view of disc 1 (top left) and disc 2 (top right) of run 2.6-4-A and
of the disc in run 2.6-4 without turbulence (bottom). The figures
are 800 AU in size.

lines. This is a remarkable result since for previous simula-
tions of low- and high-mass cores with mass-to-flux ratios
µ . 10 only sub-Keplerian discs were found (e.g. Allen et al.
2003; Price & Bate 2007; Mellon & Li 2008; Hennebelle &
Fromang 2008; Du�n & Pudritz 2009; Seifried et al. 2011).

We emphasise that for the other runs we find qualita-
tively similar results, i.e. discs with sizes of up to ⇠ 100 AU
and masses of the order of 0.1 M�. The number of discs per
run varies between 2 and 5. We briefly note that the discs
presented here drive molecular outflows. Furthermore, in all
discs v� scatters around vkep, indicating that this is neither
a consequence of the specific turbulence seed (runs 2.6-4-B
and 2.6-4-C) nor of the adopted cooling function (run 2.6-4-
poly) nor of the power-spectrum exponent (run 2.6-4-b). We
find that vrad scatters around 0 and is almost always smaller
than v� and significantly smaller than the free-fall velocity
v↵ =

p
2vkep. This is in strong contrast to the disc in run

2.6-4 which has the same initial setup as the runs presented
here except the initial turbulence field (Seifried et al. 2011).
The disc was found to be strongly sub-Keplerian with vrad
close to v↵ . The di↵erence becomes particularly clear when
comparing the top-on view of disc 1 and 2 in run 2.6-4-A
with that of the disc in run 2.6-4 (Fig. 2).

Why, even in the case of such strongly magnetised cores,
are Keplerian discs formed? The suppression of Keplerian
disc formation in previous studies without turbulence is due
to the very e�cient magnetic braking (Mouschovias & Pa-
leologou 1980) which removes angular momentum from the
midplane at a very high rate. Hence, in our runs the mag-
netic braking e�ciency has to be reduced significantly. Two
possible reasons for this are the loss of magnetic flux in the
vicinity of the discs or, as proposed recently, a misalign-
ment of the magnetic field and the angular momentum vec-
tor (Hennebelle & Ciardi 2009; Ciardi & Hennebelle 2010).

We first consider the possibility of magnetic flux loss
in the vicinity of the discs which might be attributed to
turbulent reconnection (Lazarian & Vishniac 1999). For this
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Figure 3. Mass-to-flux ratio µ (left) and inclination of the mean
magnetic field to the angular momentum vector of the disc (right)
in spheres with a radius of 500 AU around the CoM of the discs
found in run 2.6-4-A.

purpose we calculate the volume-weighted, mean magnetic
field hBi in a sphere with a radius of r = 500 AU around
the CoM of each disc. In combination with the sphere mass
M we obtain the mass-to-flux ratio

µ =
M

⇡r2| hBi |/
0.13p
G

. (1)

We plot the time variation of µ in the left panel of Fig. 3
for the same four discs as in Fig. 1. As can be seen, µ varies
around a mean of 2 - 3. Hence, the values of µ roughly
agree with the overall value of 2.6 and are comparable to
the value of ⇠ 2 found in run 2.6-4. Moreover, µ is well in
the range where simulations without turbulent motions have
found sub-Keplerian discs only. We therefore conclude that
turbulent reconnection is not responsible for the build-up of
Keplerian discs in our runs.

Another way of reducing the magnetic braking e�ciency
was investigated by Hennebelle & Ciardi (2009) and Ciardi
& Hennebelle (2010). These authors found that even for a
small misalignment of the overall magnetic field and the ro-
tation axis Keplerian discs can form. As we consider a tur-
bulent flow, it is very likely that the magnetic field and the
rotation axis are misaligned. In the right panel of Fig. 3 we
plot the angle ↵ between the disc angular momentum vec-
tor and hBi in the spheres around the discs of run 2.6-4-A.
The angle ↵ is significantly larger than 0� which supports
the picture of a reduced magnetic braking e�ciency due to
a misalignment of the magnetic field and the rotation axis.

However, there is a third way to reduce the magnetic
braking e�ciency while simultaneously keeping the inwards
angular momentum transport on a high level. Considering
the top panel of Fig. 2 it can be seen that in the surround-
ings of each disc there is a turbulent velocity field with no
signs of a coherent rotation structure. Therefore no toroidal
magnetic field component (w.r.t. the coordinate system of
the disc) can be built up. But as the angular momentum
is mainly extracted by toroidal Alfvènic waves, it is not
surprising that the magnetic braking e�ciency is strongly
reduced in the environment of the disc despite a low mass-
to-flux ratio (compare left panel of Fig. 3). Despite the lack
of a coherent rotation structure, locally the inwards angu-
lar momentum transport can remain high due to local shear
flows driving large angular momentum fluxes. We also note
that the non-coherent flow cannot be e�ciently slowed down
by the magnetic field as it does in case of large-scale co-
herent motions. This can be seen in our previous simula-
tions (Seifried et al. 2011) without initial turbulence. Here

c� 2012 RAS, MNRAS 000, 1–6

Seifried et al. (2012)

Mc = 100M!, Rc=0.25pc, 

nH = 4.4x104cm-3, B~1mG

Myers et al. (2013)

Mc = 300M!, Rc=0.1pc, 

nH = 2.4x106cm-3, B>~1mG

A&A 658, A52 (2022)

Fig. 1. Density maps in the plane of the disc and perpendicular to it for the models HYDRO (top), MU5I (second line), MU2AD (third line),
MU5AD (fourth line), and MU5ADf (bottom). Two different times are represented: M? = 5 M� (left) and M? = 10 M� (right). The mass M? gives
the total mass converted into sink particles at each snapshot. The arrows represent the velocity vectors in the plane.

of about one order of magnitude at an age of 50 kyr, where
the HYDRO (respectively MU5ADf) run exhibits the fastest
(respectively slowest) increase. We thus expect the effect of the
protostellar radiation to be delayed in the magnetised models.

We should at this point clarify that the mass evolution of
the star-disc-outflow system is barely affected by the formation
of secondary sink particles. Only the HYDRO run forms sec-
ondary sink particles. The first secondary sink is formed in the
rotation plane (i.e. in the disc) at a distance of 100 au from the
first sink, which mass is about 16.5 M�. It reaches a mass of
about 0.7 M� before being merged with the central one in less

than 1 kyr, when their accretion radii overlap. In total, ten sec-
ondary sinks were also formed in the disc plane at distances
of <500 au. Nine sink particles quickly merged with the most
massive one, migrating inward through the disc in <10 kyr. The
maximum mass of the secondary sink particles before merging is
2.5 M�. We note that a small sink particle, of mass '0.01 M� is
ejected from the disc. However, given the tiny mass of the latter,
we did not consider it for further analysis. Only one secondary
sink survives, and forms binary system with the primary one,
with separation '460 au and masses of 26.8 and 6.8 M� at the
end of the simulation t= t0 + 69 kyr.

A52, page 6 of 21

Commerçon et al. (2022)

Mc = 100M!, Rc=0.2pc, 

nH = 8.6x104cm-3, μ = 2, 5
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Massive Protostellar Cores: 
protostellar evolution & radiative transfer models
Zhang & Tan (2011), Zhang, Tan & McKee (2013), Zhang, Tan & Hosokawa (2014), Zhang & Tan (2018)

Three primary parameters of Turbulent Core Model: Σclump, Mcore, m* 

Astrochemical Modeling (Gorai et al., in prep.)



Massive Protostellar Cores: MHD simulations
Staff, Tanaka & Tan (2019), Staff et al. (2023)

1.1 μm                         2.0 μm 3.5 μm                        4.8 μm

Continuum RT postprocessing (Ramsey et al., in prep.)
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Figure 1. Synthetic 12CO (2-1) emission of outflows at di↵erent evolutionary stages, i.e., di↵erent protostellar mass, and an
inclination angle of 58�. Di↵erent colors indicate di↵erent velocity ranges of the integrated emission: The blue-shifted high-
velocity component (-50 to -10 km s�1), blue-shifted low-velocity component (-10 to -3 km s�1), central velocity component (-3
to 3 km s�1), red-shifted low-velocity component (3 to 10 km s�1) and red-shifted high-velocity component (10 to 50 km s�1).
The colorbar represents the grayscale intensity scale for each color map, and all colors are assigned the same range of values.

employed in the observations described in Section 2.3.
We maintained consistency by employing the same in-
tegration time of 210 seconds, and we assumed that the
source was located at a distance of 2 kpc. Figure 5 illus-
trates the synthetic ALMA observations of 12CO (2-1)
for outflows at di↵erent evolutionary stages, each with
an inclination angle of 58�. The figure reveals the pres-
ence of artificial patterns resulting from the imperfect
coverage in visibility space plus the CLEAN reconstruc-
tion process. It is important to note that interferomet-
ric observations typically filter out the emission from the
ambient gas located at the central (or systemic) velocity,
and is thus not visible in the figure.
In addition, we present in Figure 6 the synthetic

ALMA observations of 12CO (2-1) from the outflow from
a 12 M� star at di↵erent inclination angles. As seen in
Figure 2, we observe that the high-velocity components
of the emission become increasingly prominent as the
inclination angle decreases.
Figure 7 displays the 12CO (2-1) spectra of outflows at

various evolutionary stages post-processed using CASA,
all with an inclination angle of 58�. It also shows the
post-processed 12CO (2-1) spectra of the outflow from a
protostellar mass of 12 M� at di↵erent inclination an-
gles. Similar to Figure 4, we observe a broader high-
velocity component in the spectra as the protostellar
mass increases, and wider line wings as the inclination
angle decreases. Additionally, it is important to note
that the drop in emission near the central velocity (as
compared to Figure 4) is a result of missing flux due to
incomplete coverage of the uv-plane/missing short base-
lines.

2.3. Outflow Observations by ALMA

In order to compare the simulated CO emissions
with observation data, we show 12CO (2-1) emission
maps of outflows from three massive protostellar objects,
G35.20�0.74N (hereafter G35; Sánchez-Monge et al.
2013; Zhang et al. 2022), G45.47+0.05 (hereafter G45;

Zhang et al. 2019b), and G339.88�1.26 (hereafter G339;
Zhang et al. 2019a).
The presented 12CO (2-1) data were obtained with

ALMA in the C36-3 configurations on September 8
(G35), April 24 (G45), and April 4 (G339) of 2016
(ALMA project ID: 2015.1.01454.S) with baselines rang-
ing from 15 m to 463 m. The integration time for each
source was 3.5 min. The 12CO (2-1) data of G35 and
G339 were previously presented by Zhang et al. (2022,
2019a), and the continuum data of G45 obtained in
the same observation were presented by Zhang et al.
(2019b). Please refer to these papers for more details of
the observations.
The 12CO (2-1) data were calibrated and imaged in

CASA. After pipeline calibration, self-calibration using
the continuum data was performed and applied to the
CO line data. The CASA tclean task was used to image
the data, using Briggs weighting with the robust param-
eter set to 0.5. For G35, G45, and G339, the synthetic
beams of the 12CO images are Gaussian with a size of
0.0025. Figure 8 shows the integrated 12CO emissions of
these sources in a similar way as the simulated emission
maps presented above.

3. RESULTS

3.1. Estimating the Mass of Synthetic Outflows

In this section, we evaluate the outflow mass that is
derived from synthetic molecular line emission and com-
pare it with the actual mass in the simulations. We first
investigate the impact of inclination angles on the esti-
mation of outflow mass. Figure 9 illustrates the varia-
tion of the observed outflow mass with respect to incli-
nation angles. To calculate the observed outflow mass,
we only include gas with an absolute line-of-sight ve-
locity exceeding 3 km s�1. As the inclination angle in-
creases, the observable outflow mass decreases because
a considerable amount of the outflowing gas is now mov-
ing in the plane of the sky. However, we can quantify
the amount of missing mass by calculating the ratio be-

CO line emission (Xu et al. 2024; Stelea et al., in prep.)

PDR modeling (Obolentseva, Bisbas+)

Shock-ionization & free-free emission (Gardiner et al. 2024)

Σclump = 1 g cm-2  
Mcore = 60 M⊙ 
m* = 1 - 24 M⊙

Polarized dust emission 
(Küffmeier, Xu et al., in prep.)

53 μm 214 μm

Jan Staff
1977 - 2023



Massive Protostar 
Observations 



The SOFIA Massive (SOMA)  
Star Formation Survey









Massive Protostellar Cores: 
protostellar evolution & radiative transfer models
Zhang & Tan (2011), Zhang, Tan & McKee (2013), Zhang, Tan & Hosokawa (2014), Zhang & Tan (2018)

Three primary parameters of Turbulent Core Model: Σclump, Mcore, m* 

Prediction: increasing symmetry from MIR-FIR

Wien side of SED 
constrained from 
10 - 40 μm



Massive Protostar G35.2N: d=2.2kpc; L~105L⦿

Gemini-T-ReCS

De Buizer (2006) Zhang, Tan, De Buizer et al. (2013)

SOFIA-FORCAST

radio (cm)

continuum


(ionized gas)



Peering to the Heart of Massive Star Birth
8 microns 19 microns 37 microns

outflow wind
approaching

outflow wind
receding

outflow wind
approaching

outflow wind
receding

O
n-

sk
y 

vi
ew

Si
de

-o
n 

vi
ew

D
e 

Bu
iz

er
, L

iu
, T

an
 e

t a
l. 

(2
01

7)

Cep A



The SOFIA Massive (SOMA)  
Star Formation Survey

SOMA I De Buizer et al. (2017) 8 High-Mass Protostars

SOMA II Liu et al. (2019) 7 Highest Luminosity Protostars

SOMA III Liu et al. (2020) 14 Intermediate-Mass Protostars

SOMA IV Fedriani et al. (2023) 11 “Isolated” High-Mass Protostars

SOMA V Telkamp et al., in prep. ~35 “Clustered” HMPs & IMPs from 7 regions

Figure A1. SOMA I sources reanalyzed with sedcreator. Protostar model fitting to the fixed aperture, background-subtracted SED data using the ZT model grid. For
each source (noted on top of each plot), the best-fitting protostar model is shown with a black line, while all other good model fits (see the text) are shown with colored
lines (red to blue with increasing χ2). Flux values are those from Table A1. Note that the data at 8 μm are treated as upper limits (see the text). The resulting model
parameters are listed in Table A2.
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6 Telkamp et al.

RA (J2000) RA (J2000)

(e) (f)

Figure 2. Multi-wavelength images of G18.67+0.03, following the format of Figure ??. The black cross in all panels denotes
the positions of the sources. The data used to create this figure and the SED are available.

2013) and 72,000 Me from an estimate of the Herschel-
observed sub-mm dust emission, as processed by Lim et
al. (2016). Thus IRDC C is one of the most massive
IRDCs in the Galaxy. It appears to be a relatively co-
herent structure, with a virial parameter (Bertoldi Mc-
Kee 1992) of about unity (Butler et al. 2014; Hernandez
Tan 2015). This IRDC is a prime candidate for being a
massive star cluster in the early stages of its formation.”

4.1.7. IRAS 20343+4129 S1

https://iopscience.iop.org/article/10.1086/524768/pdf:
”IRAS 20343+4129 is one of the brighter sources in the
mid-IR in the Sridharan et al. (2002) list of HMPO
candidates, and its IRAS LRS spectrum shows a clear
silicate absorption feature at 9.7 m (Volk et al. 1991).
At a relatively close distance of 1.4 kpc, its IRAS-based
luminosity is only 3200 L (Sridharan et al. 2002). It has
weak 3.6 cm continuum emission, but not any maser
emission (Carral et al. 1999; Sridharan et al. 2002).
Beuther et al. (2002b) found it to have two massive

molecular outflows. The stronger massive outflow is
close to the near- and mid-IR sources, but its outflow
luminosity is among the weakest they observed. Kumar
et al. (2002) found three K-band continuum YSOs with
21 The presence of dust in an H ii region a↵ects both
the free-free and [ Ne ii] fluxes in the same way. It could
cause NLyc for the star to be underestimated. Evidence
that NLyc were underestimated would come from an
IR-based luminosity larger than expected from NLyc
and stellar models. That does not appear to be the case
for 20343 IRS 3 (see x 4.2 No. 2, 2008 MID-IR FROM
HIGH-MASS PROTOSTELLAR CANDIDATES 965
compact circumstellar H2 emission. Two of them, IRS
1 and IRS 3, have the mid-IR counterparts in our ob-
servations (Fig. 1). These two sources are oriented on
an approximate north-south line between two 1.2 mm
peaks that fall on an east-west line. There appears to
be a partial fan of H2 emission surrounding IRS 3 whose
apex would be to the north near IRS 1. Carral et al.
(1999) had found 3.6 cm continuum at IRS 3; the data

Primary (TCA): Σclump, Mcore, m* 

Secondary: θview, AV

Figure A2. (Continued.)
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SOMA V - Clustered Protostars 19

SOMA I-IV
SOMA V
IRDC

KM08
TTZ17

Figure 11. (a) Left panel: Current protostellar mass (m⇤) versus clump environment mass surface density (⌃cl) for the 28
SOMA sources of Paper V. Lines indicating reference values of m⇤ = 8 and 25 M� and ⌃cl = 1 g cm�2 (see the text) are
highlighted. (b) Right panel: As (a), but now including IRDC protostars (see the text). The red solid line shows the fiducial
prediction of Krumholz & McKee (2008) (assuming their parameter values of � = 1 and Tb = 10K) for the minimum ⌃cl needed
to form a star of given mass m⇤. The green-dashed line shows the results for the final stellar mass formed from 100M� prestellar
cores as a function of ⌃cl (Tanaka et al. 2017).

Figure 12. Comparison between �cl from SED fits with �cl

obtained through graybody fitting.

Conditions for Massive Star Formation? m* vs Σclump

Massive protostars can form where Σcl < 1 g cm-2

m* > 25 M⦿ generally favors high Σcl >0.3 g cm-2
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Tanaka, Tan, Zhang (2017)

282

Fig. 6.20.— Star formation e�ciency as a function of clump mass surface density,
⌃cl, from model calculations of Tanaka et al. (2017). Models for initial core masses
of Mc = 30, 100, and 300 M� are shown, as labelled.

- B-fields limit fragmentation (Butler & Tan 2012) 
- Internal protostellar feedback limits core SFE 
  (Tanaka, Tan & Zhang 2017)



SOMA Archival: Analysis of SOFIA-FORCAST data archive (Crowe+ in prep.; Tarafder+ in prep.; Zhang+ in prep.)

SOMA+

SOMA Radio: VLA/ATCA all sources observed (Rosero et al. 2019; Sequeira-Murillo+)

SOMA Imaging: FORCAST image fitting (Yang+ in prep.; Mifsut Benet+ in prep.)



SOMA-Radio

VLA/ATCA all sources observed: 
Rosero+ 2019  
Rosero+ in prep.  
Sequeira-Murillo+ in prep. 
Vohra+ in prep. 

~3 - 10 mJy; 0.3’’  
K-band (1.3 cm) (9.9 and 23.9 GHz) 
C-band (6 cm), (5.3 and 6.3 GHz) 

Radio fluxes to break IR-SED model 
degeneracies. 

 

 

centimeter wavelengths; however, because this is computa-
tionally expensive, we defer it to a future paper.

The parameters of the best-fit ZT models are listed in
Table 13, but now ordered from best to worst as measured by
the reduced χ2 from the Inner scale ( _all inner

2c ). This is because
the ZT and TTZ16 models are developed assuming a single
protostar within a core and with a focus on the inner regions.
The reduced χ2 is estimated using Equation (4) from Zhang &
Tan (2018). The radio data occurring within the same band
(i.e., with very similar frequencies) were averaged together to
give more equal weight over the SED.

5.1. Comparing Models with Data

We now describe the results of the TTZ16 models for each of
the eight regions using the best five models from the ZT grid as
examples, except for AFGL 4029 and IRAS 20126+4104 where
we had to identify a best overall model from the ZT results that is
beyond the best five (but within the best 20 results). We center our
attention on the results from the Inner scale because the TTZ16
model assumes that a prestellar core collapses to form a single
high-mass star, and it is mostly focused on the inner regions.
AFGL 4029: The two best-fit models using MIR to FIR data

alone to build the SED have χ2
IR=1.07 and 1.16, and have

Figure 3. (Continued.)
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envelope. However further analysis and modeling is required to
fully understand its nature. For instance, an observational
diagnostic to differentiate between a MHD disk wind and a
photoevaporation flow is through the width of hydrogen
recombination lines. A disk wind driven by magnetocentrifugal
forces provides a broader width of >100 km s−1 (Jiménez-
Serra et al. 2011), while a photoevaporation flow has a
narrower profile of <100 km s−1 (Guzmán et al. 2014). From
the modeling side, we defer the analysis of more evolved
sources that require the addition of photoevaporation compo-
nents in the TTZ16 to a later study. We also note that
contributions from shock ionization, which may be especially
pertinent for the relatively weak centimeter emission in
extended jet knots, are not yet included in the models.

As an additional diagnostic to understand the nature of our
sources, in Figure 4 we compare the bolometric luminosity
with the radio luminosity at 5 GHz from the Inner scale of our
eight SOMA sources (the fluxes have been scaled to
ν=5 GHz using the spectral index estimated at that scale).
The bolometric luminosity is given by our results for the best
model (lowest χ2 for the Inner scale) and the error bar
corresponds to the range of bolometric luminosities from the
models listed in Table 13. Additionally, we use yellow circles
to indicate the radio luminosity from lower-mass protostars

associated with ionized jets from Anglada (1995). We scaled
their fluxes from 3.6 cm, using a factor of 0.74, assuming that
those sources have a spectral index α=0.6, which is the
canonical value of ionized jets. A power-law fit to these data of
S d L8 102 3

bol
0.6= ´n ( ) is shown with a dashed line. We also

show several UC/HC H II regions from Kurtz et al. (1994),
represented with×symbol. The continuous black line is the
radio emission from an optically thin H II region, given the
expected Lyman continuum luminosity of a single ZAMS star
at a given luminosity (Thompson 1984). The cyan continuous
line corresponds to the expected radio emission that arises from
photoionization from a protostar, as predicted by the TTZ16
model, also for optically thin conditions at 5 GHz. This specific
evolutionary stellar model corresponds to the fiducial case,
which starts with a core mass of Mc=60Me and a mass
surface density with an ambient clump of Σcl=1 g cm−2.
From Figure 4, we see that the ionized materials toward

several of our sources (except G45.47+0.05) appear to follow
the same power-law relation found by Anglada et al. (2015),
which may indicate that a universal mechanism based on shock
ionization (see Anglada et al. 2018 for a review) is still relevant
for these sources. However, they also match quite well with the
example model (cyan line) from TTZ16, which is based on
photoionization. One must bear in mind that there is a very

Figure 4. Radio luminosity at 5 GHz for the Inner scale as a function of the bolometric luminosity of our eight SOMA sources. The bolometric luminosity is given by
our results from the best model (lower χ2 for the Inner scale), and the error bar corresponds to the range of bolometric luminosities of the best models for each source
listed in Table 13. The yellow circles represent ionized jets toward low-mass stars from Anglada (1995). The dashed line shows a power-law relation for these sources,
given by Anglada et al. (2015): S d L8 102 3

bol
0.6= ´n ( ) . The× symbols are UC and HC H II regions from Kurtz et al. (1994). The black and the cyan continuous

lines are the radio emission expected from optically thin H II regions powered by a ZAMS star (Thompson 1984) and from a YSO (TTZ16), respectively. Note that
these models assume all of the ionizing photons are reprocessed by the H II region, i.e., with zero escape fraction.
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SOMA Archival: Analysis of SOFIA-FORCAST data archive (Crowe+ in prep.; Zhang+ in prep.)

SOMA mm/submm: ALMA (Band 6) - hi-res     5 observed (Zhang et al. 2019a, b, 2022; Law et al. 2022) 
                                           - med-res  8 observed (Zhang et al. 2019c) 
                                           - low-res   ~15 observed 
                 Chemistry         - SMA, IRAM30m, GBT, Yebes

SOMA+

SOMA Radio: VLA/ATCA all sources observed (Rosero et al. 2019; Sequeira-Murillo+)

SOMA Imaging: FORCAST image fitting (Yang+ in prep.; Mifsut Benet+ in prep.)



T. Csengeri and: The search for high-mass protostars with ALMA up to kilo-parsec scales (SPARKS)

Table 3. Summary of the here investigated molecular transitions.

Line Frequency Quantum numbers Log10 Aij Eup/k n
a

cr Database
[GHz] [s�1] [K] [cm�3]

CH3OH�A vt = 0 335.13369 2�2 � 3�1 �4.57 44.67 1.1 ⇥ 107 CDMS
CH3OH�A vt = 0 335.58200 71 � 61 �3.29 78.97 3.6 ⇥ 107 CDMS
CH3OH�A vt = 0 336.43822 147 � 156 �4.25 488.22 6.7 ⇥ 105 CDMS
CH3OH�A vt = 0 336.86511 12�1 � 120 �2.84 197.07 1.0 ⇥ 108 CDMS
CH3OH�E vt = 0 337.13587 33 � 42 �4.61 61.64 6.9 ⇥ 107 CDMS
CH3OH�E vt = 1 334.42656 30–21 �4.26 314.47 CDMS
CH3OH�A vt = 2 336.60589 71 � 61 �3.79 747.4 JPL

13CH3OH�A vt = 0 335.56021 12�1–120 �3.40 192.65 CDMS
13CH3OH�A vt = 0 347.18828 14�1–140 �3.39 254.25 CDMS

HC3N v7 = 0 336.52008 37–36 �2.52 306.91 CDMS
HC3N v7 = 1 346.45573 38–37, l=1e -2.48 645.13 CDMS

CO 345.79599 3 � 2 �3.61 33.20 2.05 ⇥ 103 CDMS
SO2 v = 0 334.67335 8( 2, 6)- 7( 1, 7) -3.25580 JPL
SO2 v = 0 348.63335 5( 3, 3)- 6( 0, 6) -6.33390

Notes: a: Calculated at T = 100 K using collisional rate coe�cients from the LAMDA database for the species available. For
HC3N the molecular datafile lists cross sections up to Jup = 21, and T = 80 K.

Fig. 5. Rotational diagram of the CH3OH (and isotopologue) transitions
from Table 3. The left and right CH3OH peak positions are marked in
Fig. 3 a. Filled circles show the CH3OH lines, squares the 13CH3OH
lines, and triangles the optically thick lines that are not used for the
fit. Error bars show the linearly propagated errors from given by the
Gaussian fit to the line area.

ity of low-mass protostars. These indicate the shock front of the
outflowing gas impacting the ambient medium.

Assuming that the maximum velocity observed in the CO (3–
2) line corresponds to the speed at which the material has been
ejected, we can estimate when this material has been ejected. We
measure an angular separation of ⇠10" between the central ob-
ject and the bow-shock seen in the SiO (8–7) line corresponding
to a physical distance of 25000-50000 AU scales4. The measured
velocity extent of the flow is ⇠50 km s�1, which gives a dynam-
ical age estimate of tdyn ⇠ 2.3 � 4.7 ⇥ 103 yr for the protostar.
Given the above mentioned assumptions, this can be considered
as a lower limit on the time since the outflow activity started.
This suggests that the protostar is very young, consistent with its
analogue of the low-mass Class 0 stage.

3.4.2. Maps of SO2 and HC3N lines.

To understand the origin of the CH3OH vt = 1 emission, we
compare its distribution to other species, such as SO2 and HC3N

4 For the limits we adopt 0 � 45� inclination angle.

Fig. 6. Color scale shows the continuum emission from Fig. 1 panel
b. Contours show the CO (3–2) integrated emission between �80 to
�65 km s�1 for the red, and between �30 to +36 km s�1 for the blue,
respectively.

both in its vibrational ground and excited state in Fig. 7, as well
as the molecular outflow traced by the CO (3–2) line. These lines
are not a↵ected by blending, and probe various excitation con-
ditions (see Table 3). It is clear that the methanol emission cor-
responds the best to the distribution of the dust continuum than
any of the here selected species.

The SO2 (82,6–71,7) line at 334.67335 GHz peaks on the po-
sition of the protostar and shows the most extended emission
among the species shown here with a north-south elongation spa-
tially coinciding with the outflow axis. The spatially averaged
spectra shows an excess emission corresponding to line line-
wings in a velocity range blue-shifted with respect to the with
up to +15 km s�1.

The HC3N lines similarly peak on the protostar. The v7=0
(J=37–36) transition shows a similar north-south elongation fol-
lowing the outflow axis, it is, however, more compact compared
to the SO2 line. The higher excitation state v7=1 (J=38–37) tran-
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Fig. 2. Left: Same as Fig. 1 zooming on the central protostar at a position of �2.2”,�2.7”. Scaling and contours are the same as in Fig. 1. Red
and blue dashed lines show the direction of the CO outflow. Dark gray dotted ellipse shows the fitted 2D Gaussian. Right: Residual continuum
emission after removing the Gaussian fit to the envelope component. Color scale goes linearly from �3� to 50�. Contours start at 5� and increase
linearly by 10�. White ellipse shows the FWHM of the fitted 2D Gaussian to the residual, the black dotted line marks the direction perpendicular
to the outflow. The beam is shown in the lower left corner.

Table 1. Dust continuum measurements.

Component Peak flux Integrated flux FWHM, p.a. Physical size Mass T
[Jy/beam] [Jy] [00⇥00, �] [M�] [K]

MDC core+envelope+disk 2.10�8.32 4�8.32 ⇠500to 19.200a 0.06 � 0.24 pca 79.5 ± 42.5 30
Envelopeb envelope+disk 0.10 2.10 0.96"⇥0.56" 106� 1500 auc 10+5

�3.5 100
Residual b disk 0.063 0.068 0.25"⇥0.12" 78� 575 auc

Notes. Three components based on the decomposition of the dust emission. We indicate the corresponding peak and integrated flux density values
that were measured on the maps. We show the beam convolved angular scales for the adopted (core), and the beam deconvolved fitted physical
size-scales (envelope and residual). We include the mass estimate for each component adopting the listed Td value. (a) Here we give approximate
range for the FWHM axis. (b) Obtained with a 2D Gaussian fit. (c) Corresponds to R90, see the text for details.

vations, the 12 m and 7 m array combined data, and the total flux
density from the single dish observations from ATLASGAL. We
recover a total flux density of 2.9 Jy in the field with the 12 m
array observations only, which is a significant fraction (73%) of
the ⇠4.0 Jy measured in the 7 m and 12 m array combined data.
The 870 µm single-dish flux density measured by ATLASGAL
is 10.26 Jy on this position, from which 8.32 Jy have been as-
signed to the clump in the catalog of Csengeri et al. (2014). This
means that the 12m and 7m array combined observations recover
⇠50% of the total dust emission from the clump. Clearly, most
of the emission is concentrated on the smallest scales, there is,
however, considerable amount of extended emission distributed
in the field.

We estimate the mass of the core, envelope and disk com-
ponent, adopting a simple isothermal model for each component
that allows us to account for the increasing temperatures on the
smallest scales due to the radiation of the protostar. The large-
scale dust temperature for the Massive Dense Core (MDC) at
0.06 pc scales is constrained by a greybody fit to the far-infrared
spectral energy distribution (SED), and gives a dust temperature
of Td = 30.7±0.1 K (see App. A), suggesting that the bulk of the
gas is still at a low temperature1. The core mass determines the
mass reservoir available for accretion onto the central protostar
beyond the spiral structure seen in the envelope.
1 In Csengeri et al. (2017a) we used Td =25 K for all cores.

It is not straightforward to determine the flux originating
from the cold gas of the core, and here we give an average, esti-
mated by the minimum and the maximum available flux density,
and hence mass for the MDC. The upper limit for the total flux
density is given by the ATLASGAL peak flux density at this
position of 8.32 Jy. To account for the cold core material, we
subtract the emission originating from the envelope that is likely
to be at a somewhat higher temperature. Csengeri et al. (2017a)
finds an indication that one other core could also emerge from
the clump, which means that not all the available mass of the
clump could be accreted by the currently observed single core.
The lower limit for the available mass is given by the current
core mass, that is estimated from the total flux density measured
on the 12 m and 7 m array combined data, from which, similarly
as above, we subtract the envelope component. On average, this
gives Mcore = 79.5 ± 42.5 M�, where the uncertainly reflects the
uncertainty of the total flux density measurement2. Adopting a
di↵erent dust emissivity (e.g. Peretto et al. 2013), and/or a gas-
to-dust ratio of 150 would increase this value by 50-100%. The
corresponding radius for this estimation ranges between ⇠0.06
to 0.24 pc.

2 We used Eq. 2 from Csengeri et al. (2017a) with the same parameters
for the dust (dust emissivity, ⌫ = 0.0185 cm2 g�1 Ossenkopf & Henning
(1994) accounting for a gas-to-dust ratio, R, of 100), and adopted Td =
30.7 K.
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Fig. 4. a) Color scale shows the integrated intensity of the 3t = 1 CH3OH line at 334.4 GHz. The green triangles
indicate the positions where the spectrum has been extracted for the rotational diagram analysis on the CH3OH
spots, and are labeled as A and B components. The black cross marks the position of the dust continuum peak.
The beam is shown in the lower left corner. b) The color scale shows the continuum emission from Fig. 2b,
contours and markers are the same as on panel a. c) Integrated spectrum of the torsionally excited CH3OH
transition at 334.4 GHz over the area shown in panel a. The green lines show the two component Gaussian
fit to the spectrum. The blue dashed line shows the vlsr of the source. d) Position-velocity diagram along the
�↵ axis and averaged over the shown extent of the cube corresponding to ⇠2.500. The dotted lines mark the
position of the dust peak and the vlsr of the source.

3.2.1. Torsionally excited methanol emission shows two bright spots offset from the protostar

Our continuous frequency coverage between 333.2 and 337.2 GHz, as well as between 345.2 and

349.2 GHz, includes several transitions of CH3OH and its 13C isotopologue. Most interestingly, we

detect and spatially resolve emission from a rotational transition of CH3OH, from its first torsion-

ally excited, 3t = 1, state at 334.42 GHz, towards the inner envelope (Fig. 4a). Its spatial morphol-

ogy shows two prominent emission peaks (marked as A and B in Fig. 4a), which spatially coincide

with the spiral structure of the envelope. The emission drops, however, significantly towards the

continuum peak, i.e. the protostar (Fig. 4, b). We find that the observed morphology is dominated

by two velocity components, which show an o↵set, on average, of �4.6, and +3.6 km s�1 compared

to the vlsr of the source5 (Table 3). We spatially resolve the emission from these spots, and estimate

the peak of its distribution to fall between a projected distance of 300 and 800 au symmetric from

the protostar.

The pv-velocity diagram along the �↵ axis and averaged perpendicularly to this axis over the

shown extent of ⇠ 2.500 reveals that the emission is dominated by the two velocity components,

and shows a pattern consistent with rotational motions (Fig. 4d ). We compare these observations

to simple models of the gas kinematics in more detail in Sect. 4.3.

5 We adopt the vlsr of the dense gas seen on the clump/core scale used in Csengeri et al. (2017a).
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Fig. 4. a) Color scale shows the integrated intensity of the 3t = 1 CH3OH line at 334.4 GHz. The green triangles
indicate the positions where the spectrum has been extracted for the rotational diagram analysis on the CH3OH
spots, and are labeled as A and B components. The black cross marks the position of the dust continuum peak.
The beam is shown in the lower left corner. b) The color scale shows the continuum emission from Fig. 2b,
contours and markers are the same as on panel a. c) Integrated spectrum of the torsionally excited CH3OH
transition at 334.4 GHz over the area shown in panel a. The green lines show the two component Gaussian
fit to the spectrum. The blue dashed line shows the vlsr of the source. d) Position-velocity diagram along the
�↵ axis and averaged over the shown extent of the cube corresponding to ⇠2.500. The dotted lines mark the
position of the dust peak and the vlsr of the source.

3.2.1. Torsionally excited methanol emission shows two bright spots offset from the protostar

Our continuous frequency coverage between 333.2 and 337.2 GHz, as well as between 345.2 and

349.2 GHz, includes several transitions of CH3OH and its 13C isotopologue. Most interestingly, we

detect and spatially resolve emission from a rotational transition of CH3OH, from its first torsion-

ally excited, 3t = 1, state at 334.42 GHz, towards the inner envelope (Fig. 4a). Its spatial morphol-

ogy shows two prominent emission peaks (marked as A and B in Fig. 4a), which spatially coincide

with the spiral structure of the envelope. The emission drops, however, significantly towards the

continuum peak, i.e. the protostar (Fig. 4, b). We find that the observed morphology is dominated

by two velocity components, which show an o↵set, on average, of �4.6, and +3.6 km s�1 compared

to the vlsr of the source5 (Table 3). We spatially resolve the emission from these spots, and estimate

the peak of its distribution to fall between a projected distance of 300 and 800 au symmetric from

the protostar.

The pv-velocity diagram along the �↵ axis and averaged perpendicularly to this axis over the

shown extent of ⇠ 2.500 reveals that the emission is dominated by the two velocity components,

and shows a pattern consistent with rotational motions (Fig. 4d ). We compare these observations

to simple models of the gas kinematics in more detail in Sect. 4.3.

5 We adopt the vlsr of the dense gas seen on the clump/core scale used in Csengeri et al. (2017a).
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10 Zhang et al.

(a) 1.3 mm continuum in C3+C6 (b) 1.3 mm continuum in C9 (c) 1.3 mm continuum in C6+C9

(d) 1.3 mm continuum in C3+C6+C9 (e) 7 mm continuum (f) Spectral index map

Figure 1. (a)�(d): ALMA 1.3 mm continuum map of G45 observed in the C3+C6 configuration (panel a), C9 configuration
(panel b), C6+C9 configuration (panel c), and C3+C6+C9 configuration (panel d). The synthesized beams in these images are
0.2800 ⇥ 0.2100 (P.A. = �6.6�, panel a), 0.03800 ⇥ 0.02600 (P.A. = �53.9�, panel b), 0.04200 ⇥ 0.02800 (P.A. = �53.6�, panel c), and
0.04300⇥0.02900 (P.A. = �53.4�, panel d). The contour levels are 5�⇥2n (n = 0, 1, ...), with 1� = 0.13 K (0.33 mJy beam�1, panel
a), 1� = 1.1 K (0.049 mJy beam�1, panel b), 1� = 0.91 K (0.047 mJy beam�1, panel c), and 1� = 0.94 K (0.052 mJy beam�1,
panel d). (e): VLA 7 mm continuum map with solid contours at 5� ⇥ 2n (n = 0, 1, ..., 6, 1� = 25 K or 0.067 mJy beam�1),
and dashed contours at �5� and �10�. The synthesized beam is 0.04500 ⇥ 0.03800 with P.A. = �24.2�. (f): Map of continuum
spectral index between 1.3 mm (C3+C6+C9) and 7 mm, ↵⌫ = log(I⌫1/I⌫2)/ log(⌫1/⌫2), where ⌫1 = 44 GHz and ⌫2 = 234 GHz.
Only regions where both 1.3 and 7 mm emissions are > 5� are included. Here the 1.3 mm image is restored with the same beam
size as the 7 mm image. The red rectange in panel a marks the region shown in panels b�f. In panels b�f, the black dashed
lines indicate the outflow axis (P.A. = 3�) and projected opening angle (40�), and the red dashed line indicates a possible jet
(P.A. = 15�). The R.A. and Dec. o↵sets in all the panels are relative to the continuum peak position from the ALMA C9
configuration data, (↵2000, �2000) = (19h14m25s.678, +11�0902500.567).
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Isolated Massive Star Formation in G28.20-0.05 5

(e)

(a)

(d)

(c)(b)

(f)

Figure 1. Multi-scale views of the G28.20-0.05 massive protostar. (a) Top left: Spitzer 8 µm intensity map of the ⇠ 20-pc
scale region. A filamentary IRDC, from which the massive protostar appears to have formed, is visible as a dark shadow. The
Spitzer spatial resolution is 200. (b) Top middle: Herschel 70µm continuum image of the ⇠ 5 pc scale region. The Herschel PACS
spatial resolution is 500. (c) Top right: ALMA 1.3 mm compact (C) configuration only continuum map, with color stretch such
that the lower edge is 0.1� (� = 1.29 mJy bm�1) and upper limit is about 316 mJy bm�1. The dashed circle represents the
ALMA 12m primary beam. The beam size for ALMA C configuration is 0.81300 ⇥ 0.73500. (d) Bottom left: The same field
of view as (c), but now showing the ALMA 1.3 mm compact + intermediate (C+I) configurations continuum map. The solid
circle shows the extent of a 500 radius aperture that encloses the main continuum structures and is one scale used for flux
measurements. The lower edge of the colorbar extends down to 0.1� (� = 0.358 mJy bm�1) intensity level (Section 2). The
beam size for ALMA C+I configurations combined is 0.20100 ⇥ 0.21700. (e) Bottom middle: The same field of view as (c), but
now showing the ALMA 1.3 mm compact + intermediate + extended (C+I+E) configurations continuum map. The lower edge
of the colorbar in extends down to 0.1� (� ⇠ 0.170 mJy bm�1) intensity level. The beam size is 0.06000 ⇥ 0.03600. (f) Bottom
right: A zoom in of panel (e) to the inner region of G28.20-0.05, which shows a ring-like structure. The solid circle shows a 0.500

radius aperture, which is adopted to measure the flux of the ring. The beam size of 0.06000 ⇥ 0.03600 is more clearly visible than
in panel (e).

combined (C+I+E), while Figure 1(f) presents a zoom-
in view of the central source. The range of intensities
shown extends down to 0.1�, with the 1� noise level be-
ing 0.170 mJy bm�1 in the central regions. The image
reveals a ring-like structure with a radius from its cen-
tral minimum to its bright rim of ⇠ 0.01 pc (2,000 au).
Three peaks have been identified within the ring. The
main peak of the continuum emission is on the SW side
at R.A. = 18 : 42 : 58.0997, DEC.= �4 : 13 : 57.636. A
secondary peak is found on the NE side, and a third rel-
atively faint peak toward the northern part of the ring.
Outside of the ring, more extended, fainter structures
are visible, especially on each side that is aligned to the
apparent long axis of the ring, i.e., NW to SE.

3.2. Radio to mm Spectral Index to Probe Ionized and
Dusty Gas

Sewi lo et al. (2008, 2011) carried out high-resolution
VLA observations toward G28.20-0.05 at 1.3 cm
(22.4 GHz, i.e., radio K-band) and detected a ring-like
structure that is similar to the one we see in the 1.3 mm
continuum. Figures 2(a) and (b) present the archival
VLA 1.3 cm continuum image overlaid with the E only
and C+I+E combined 1.3 mm continuum images, re-
spectively. On first inspection the images show very
similar morphology at these two wavelengths. Assum-
ing the 1.3 cm continuum traces free-free emission from
ionized gas, this suggests that a significant portion of the
1.3 mm continuum is also contributed by such emission.

G28.20-0.05, Law et al. 2022
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Figure 10. (a) Top left: H30↵ moment zero map, only considering pixels with integrated intensity above 5� of the spectral
rms measured over emission free velocity channels in the averaged velocity spectrum (note, 1� ' 0.8 mJy bm�1). The black
contours show the 1.3 mm continuum emission (0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6 Jy/arcsec2). (b) Top right: As (a),
but now showing the H30↵ moment one map, i.e., averaged line-of-sight velocity. (c) Bottom left: As (a), but now showing the
H30↵ moment two map, i.e., the 1D velocity dispersion along the line-of-sight of the H30↵ emission. (d) Bottom right: As (a),
but now showing the ratio between the integrated intensity of H30↵ and the continuum intensity.

However, emission is clearly seen in the H band, i.e.,
at ⇠ 1.6µm, peaking at a position that is to the NE
of the main mm continuum peak by about 0.500 (i.e.,
⇠ 3000 au). This is the direction of the near-facing,
mainly blueshifted outflow. Thus, one interpretation of
the H band emission is that it is scattered light from
the massive protostar and/or inner accretion disk, which
is able to reach us via a relatively low extinction path
through the near-facing outflow cavity.
We use the HST images to measure/constrain the NIR

fluxes from the source. This was done by performing
circular aperture photometry using the python package
photutils10(Bradley et al. 2020) in both bands with an

10
https://photutils.readthedocs.io/en/stable/

aperture size equivalent to ⇠ 4 times the FWHM, which
is about ⇠ 0.0015, i.e., 6 pixels. We subtract the local
background emission by measuring the median value of
an annulus with inner and outer radii of 10 and 15 pix-
els, respectively. We centered the apertures at the peak
of the emission in the H band and used the same loca-
tion for the J (since no emission was found in this band).
We applied a correction factor for the IR encircled flux11

of 0.893 and 0.863 for the J and H bands, respectively,
needed for the extracted aperture of ⇠ 0.006. We measure
magnitudes in the HST Vega system of 23.48 and 18.98
for the J and H bands, respectively, although in the case

11
https://www.stsci.edu/hst/instrumentation/wfc3/

data-analysis/photometric-calibration/ir-encircled-energy
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Figure 13. (a) Top Left: Integrated intensity maps of CO(2-1) emission tracing outflowing gas as observed in C configuration.
The blue contours show blueshifted emission from +80 to +95km s�1. The contours levels are [1.28, 2.5, 5, 10, 20] Jybm�1km s�1.
The red contours show redshifted emission from +96 to +115km s�1. The contours levels are [1.28, 2.5, 5, 10, 20] Jybm�1km s�1.
Only pixels that are above 1� spectral rms (= 0.31 Jybm�1) are included. The grey scale shading shows the 1.3 mm continuum
image (C+I+E). (b) Top Right: As (a), but for C+I combined configurations of 12CO(2-1) emission. The contours levels for
the blueshifted and the redshifted emissions are [0.16, 0.32, 0.64, 1.28, 2.5, 5] Jy bm�1 km s�1. (c) Bottom Left: As (a), but
now showing integrated intensity maps of SiO(5-4) emission (C configuration). The blue contours show blueshifted emission
from +80 to +95 km s�1. The red contours show redshifted emission from +96 to +115 km s�1. The contours levels are [0.16,
0.32, 0.64, 1.28, 2.56, 5.12] Jy bm�1 km s�1. Only pixels that are above 1� spectral rms (= 0.279 mJy bm�1) are included. (d)
Bottom Right: As (c), but now for C+I combined configurations of SiO(5-4) emission. The contours levels are [0.01, 0.02, 0.04,
0.06, 0.08, 0.1, 0.12] Jy bm�1.

Aperture radius or size Flux (Jy)
⌃ (g cm�2)

(20K,100K,300K)

Mass (M�)

(20K,100K,300K)

0.500 (C+I+E) 0.733 256, 40.4, 13.0 737, 117, 37.4

0.500 (C+I) 0.809 282, 44.6, 14.3 813, 129, 41.3

500 (C+I) 2.10 8.28, 1.31, 0.421 2111, 333, 107

All dendrogram leaves 0.450 46.2, 7.32, 2.35 452, 71.6, 23.0

Table 5. Fluxes, mass surface densities and masses of structures identified in ALMA 1.3 mm continuum images of G28.20-0.05
(see text).



SOMA Archival: Analysis of SOFIA-FORCAST data archive (Crowe+ in prep.; Zhang+ in prep.)

SOMA mm/submm: ALMA (Band 6) - hi-res     5 observed (Zhang et al. 2019a, b, 2022; Law et al. 2022) 
                                           - med-res  8 observed (Zhang et al. 2019c) 
                                           - low-res   ~15 observed 
                 Chemistry         - SMA, IRAM30m, GBT, Yebes

SOMA+

SOMA Radio: VLA/ATCA all sources observed (Rosero et al. 2019; Sequeira-Murillo+)

SOMA Imaging: FORCAST image fitting (Yang+ in prep.; Mifsut Benet+ in prep.)

SOMA POL: ~few sources observed with HAWC+; JCMT-POL2 (Pattle, Law+)

SOMA FIFI-LS: 17 sources observed - Atomic Outflows [OI] (Oakey, Reyes Rosa, Yang+) 

SOMA NIR:    HST/WFC3  18 observed (Fedriani et al. 2019 for G35.2) 
      LBT/LUCI ~20+ observed; remainder in progress (Fedriani+ in prep.)



AFGL 5180, Crowe, Fedriani et al. 2024
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S. Crowe et al.: Near-Infrared Observations of Outflows and YSOs in the Massive Star-Forming Region AFGL 5180

Fig. 2. RGB image of the LUCI-1 SOUL Adaptive Optics data. H2 emission is shown in red, K-band in green, and Br� in blue. The FOV of the
AO observations is indicated by the dotted cyan box.

(e.g., Bally et al. 2022; Bally & Reipurth 2023), but they do not
interfere significantly with the identification of real features.

3.3. Characterization of the AFGL 5180 Complex

3.3.1. The Sub-mm Population in AFGL 5180

Mutie et al. (2021) provide an analysis of ALMA Band 6 data
towards AFGL 5180, from which they identify at least 8 gas
cores, called MM1�8, among which MM1 and MM2 are found
to have corresponding compact sources seen in the Band 7 high-
resolution image. However, some of the cores identified from
the ALMA Band 6 data (see §2.3), such as MM3 and MM4, ap-
pear as rather di↵use emission unlike the compact morphology
which would be expected of a protostar (see Fig. 6 and Fig. 5 of
Mutie et al. (2021)). Furthermore, inspection of the Band 7 data

reveals many additional compact continuum sources which are
unidentified in Mutie et al. (2021). For these reasons, we present
a re-analysis of the ALMA Band 6 and 7 data.

From the high-resolution Band 7 data, we identify 12 com-
pact continuum sources within 1500 from the center, which are
readily apparent upon visual inspection (see Fig. 6 and Table
2). Among these sources, S4 (associated with MM1) and the
binary S9a/S9b (associated with MM2) are reported by Mutie
et al. (2021). The other sources are newly identified. Due to the
smaller FOV of the Band 7 image, the southern cores (MM6�8)
seen in the Band 6 image are not covered by the Band 7 image.
Therefore we supplement the source list with these three cores
MM6�8. However, it is unclear how many compact sources
(YSOs) are really harbored in these cores due to the lack of high-
resolution observations in these regions.
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Fig. 7. Massive protostar companion YSO surface number density analysis. (a) Left: K-band LUCI-1 SOUL AO image of the central region of
AFGL 5180. NIR sources are shown as blue circles and ALMA sources as red circles. ALMA FOVs for Bands 6 and 7 are shown as white solid
and dotted circles, respectively. (b) Right: Radial surface number densities derived from the NIR + ALMA (black squares) and ALMA-only (black
triangles). Poisson uncertainties are indicated by the error bars. STARFORGE simulation from Grudić et al. (2022) is shown by the red/pink lines
and symbols, as labelled (see text). Turbulent clump model of protocluster formation from Farias & Tan (2023) is shown by the purple lines and
symbols, as labelled (see text).

ter with a variety of feedback physics, reaching an overall SFE
of 8.5% at 9 Myr. Individual protostars are identified as sink par-
ticles that accrete material and grow in mass. For this analysis,
we retrieved a simulation snapshot (ID 734 from the Starforge-
FullPhysics repository) with an age of 3.588 Myr and a mass of
12 M� for the most massive sink particle, which is a represen-
tative value of the current stellar mass of S4 via SED fitting. At
this age, the SFE of the simulation is about 2%, corresponding
to a total stellar mass of ⇠ 400 M�. We have also consider snap-
shots at slightly earlier and later times when the primary proto-
stellar mass was 8 M� and 16 M�, respectively. Given our NIR
sensitivity to YSOs, we only consider sink particles with masses
� 0.1 M�. The radial profile of the surface number density of
these sink particles around the most massive protostar is shown
in Fig. 7b. We have also verified that these density profiles are
typical of the broader STARFORGE parameter study of di↵erent
cloud properties, although there is some scatter of about 0.3 dex
(Guszejnov et al. 2022).

Second, we measured the N⇤(r) profile around the most mas-
sive star (constrained to be in the range 10 to 20 M�) in the
protocluster N-body simulations of Farias & Tan (2023). These
involve gradual formation of stars, drawn from a Kroupa IMF,
from a parental clump described by the Turbulent Clump Model
of McKee & Tan (2003). Note, these models involve initial lo-
cations of star formation that follow a power law distribution in
3D of r

�1.5, but no primordial mass segregation. However, sub-
sequent mass segregation can occur due to dynamical interac-
tions in the protocluster. We only considered models with fidu-
cial star formation e�ciencies per free-fall time of ✏↵ = 0.03.
Again, we only counted stars with masses � 0.1 M�. We found
that the models that best fit the observed data are the those with
initial clump masses of Mcl = 300 M� and initial surrounding
cloud mass surface density of ⌃cloud = 0.1 g cm�2. We examined
200 simulations with these parameters, from which about a hun-

dred of them contained a most massive star with a mass between
10 and 20 M� that were then used in the analysis. As shown in
Fig. 7b, reasonable matches to the observed profile are obtained
at t = 0.5� 2 Myr. At ages of 0.5, 1 and 2 Myr these simulations
have a SFE of 7, 13 and 27%, respectively, representing total
stellar masses of about 20, 40 and 80 M�.

Both sets of theoretical models have values of N⇤ ⇠ 103 pc�2

on scales within r ⇠ 0.1 pc. In the case of the STARFORGE
simulation, it is interesting that this level is achieved without fine
tuning. However, we note that the radial profile of N⇤ in these
models is somewhat steeper than that of the observational data,
i.e., in the region from 0.1 to 0.2 pc the simulation predicts about
10⇥ lower values of N⇤ than derived from the NIR imaging.

In the case of the Turbulent Clump / Core Accretion model,
which is a more general model, the overall normalization is free
to be adjusted by choosing di↵erent values of Mcl and ⌃cl. For
a given case, the number density profile initially increases in its
amplitude (during the first ⇠ 0.5 Myr) as more stars are formed.
However, it later decreases as the cluster expands. Such models
have profiles that are relatively shallow and so are a better match
to the data out to 0.2 pc, but a worse match to the profile within
0.1 pc.

The following caveats should be considered. We have made
quite simple estimates of the level of completeness of the ob-
served YSOs. The source counts are mostly dominated by the
K-band identified YSOs and these are a↵ected by the dust ex-
tinction in the region, which clearly shows spatial variation. Our
analysis has also assumed that the level of foreground field star
contamination in the region is small compared to the outer value
of N⇤ ⇠ 4 ⇥ 102 pc�2. Any significant foreground contamination
would lead to a steepening of the radial profile. Finally, we note
that there are significant Poisson uncertainties in the derived N⇤
measurements given the number of sources present.
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Figure 13. Gallery of RGB images of the seven protostellar sources, as labeled. The color intensity scales are stretched as
arcsinh and show a dynamic range of 100 from the peak emission at each wavelength, except for the 19µm image of G49.27,
where only a dynamic range of 10 is shown due to its relatively low signal to noise ratio. The legend shows the wavelengths
used and the beam sizes at these wavelengths. SOFIA-FORCAST 37µm is shown in red. SOFIA-FORCAST 19µm is shown
in green. Blue usually shows Spitzer IRAC 8 µm, except for G339.88-1.26, where it displays SOFIA-FORCAST 7 µm.

SOMA Survey: Conclusions and Outlook
• If massive stars form by (turbulent) core accretion, we expect ordered outflow cavities. In high 
density regions, cores predicted to have high mass surface densities so even ~40μm emission 
controlled by these cavities.


•The SOMA survey is using SOFIA-FORCAST to image >50 massive & intermediate-mass 
protostars in a range of environments and evolutionary stages, to test formation theories, via 
RT modeling (SEDs, images) and astrochemical modeling.


•>100 sources analyzed to date. Follow-up in progress with ALMA, VLA, HST…

The most self-consistent situation is when Rc is similar to Rap.
If Rc=Rap, then the peak of the SED is still likely to be well-
measured, but the long wavelength emission from cooler
material will be overestimated, i.e., the clump background
subtraction would have been underestimated. If Rc?Rap, then
the observed and model SED comparison is not self-consistent,
although the peak of the SED from the warmer material may
still be contained in the aperture. Better constraints come from
using more detailed morphological information, e.g., MIR/FIR
intensity profiles along the outflow axis (Zhang et al. 2013b). A
joint fitting of SEDs and image morphologies will be carried
out in a future paper in this series, following the methods of
Zhang et al. (2013b). Also, associated predictions of radio
continuum free–free emission (Tanaka et al. 2016) and
observations of the mass of the protostellar envelope are
expected to be able to break degeneracies in the models, and
will be investigated in future works.

We now describe the results of the ZT SED model fitting of
each of the sources, using the best five models as examples.

AFGL4029: The best-fit model, with χ2=1.08, has
m*=12Me accreting at 1.9×10−4Me yr−1 from a 30Me
core in a Σcl=1.0 g cm−2 clump. Such a source has
Lbol=4.1×104 Le. However, an almost equally good model
(the next best fit with χ2=1.32) has a protostar with 48Me
forming from a 160Me core in a Σcl=0.3 g cm−2 clump, seen
nearly edge-on with a much larger foreground extinction and
with an almost 10× larger bolometric luminosity. This specific
example illustrates the kinds of degeneracies that are present in
fitting protostellar models from MIR to FIR SEDs alone, and in
this case such fitting is not very constraining on the protostellar
properties. However, we note that if the source aperture size
information is taken into account, then the second case of a
more massive, lower-density core has a radius of 17″ that is

significantly larger than the aperture radius used to define the
SED (11 2). Thus, flux profile fitting may be helpful here to
break model degeneracies, in particular excluding models that
are too large for consistency with the size of the region used to
define the SED.
AFGL 437: This source also has a best-fit model with

χ2;1. However, here the fifth best model is a significantly
worse fit with χ2;2.2. Most models involve fairly massive,
∼200Me cores in a low Σ=0.1 g cm−2 environment, but one
example has a 50Me core in a much higher Σ=3.2 g cm−2

clump. This case also has a viewing angle that is close to the
outflow cavity-opening angle so that there are high levels of
shorter wavelength emission, clearly distinguishable among
the SEDs.
IRAS07299: Note that for this source, which lacks Herschel

data, there are only four effective data points (plus the 3–8 μm
data treated as upper limits) constraining the models. The
values of χ2 are small, i.e., about 0.5, for the best-fit case.
These models indicate 8–16Me protostars in relatively low-Σ
cores viewed nearly edge-on are preferred. However, these
models have core radii that can be several times larger than the
aperture radius (but note that the 10–40 μm emission in these
models is generally quite concentrated in the inner region of
the core; ZTH14). Longer wavelength data would obviously be
helpful here to break some of these degeneracies.
G35.20–0.74: Here, the analysis also yields several models

with a similar goodness of fit, but now with relatively high
values of χ2;2.6. Inspection of the SEDs shows that the
models struggle to match the longer wavelength fluxes, i.e.,
�160 μm, with the model fluxes too small by about a factor of
1.7 at this wavelength. These long wavelength data are
sensitive to the presence of cooler material. It is possible that
better model fits could be achieved if either background

Figure 11. Gallery of RGB images of the eight protostellar sources, as labeled. The legend shows the wavelengths used and the beam sizes at these wavelengths.
SOFIA-FORCAST37μm is always shown in red, and Spitzer IRAC 8μm is always shown in blue (note this occasionally saturates in the brightest parts of some
sources: see previous individual source images). Green usually shows SOFIA-FORCAST19μm, except for G45.47+0.05 and IRAS 20126, where it displays
FORCAST25μm.
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